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Introduction

Greetings and welcome to the world of Juniper Networks. This introductory section serves as
a location to pass on to you some pertinent information concerning the Juniper Networks Tech-
nical Certification Program. In addition, you’ll find information about how the book itself is
laid out and what it contains. Finally, we’ll review some technical information that you should
already know before reading this book.

Juniper Networks Technical Certification Program

The Juniper Networks Technical Certification Program (JNTCP) consists of two platform-specific,
multitiered tracks. Each exam track allows participants to demonstrate their competence with
Juniper Networks technology through a combination of written proficiency and hands-on configu-
ration exams. Successful candidates demonstrate a thorough understanding of Internet technology
and Juniper Networks platform configuration and troubleshooting skills.

The two JNTCP tracks focus on the M-series Routers & T-series Routing Platforms and the
ERX Edge Routers, respectively. While some Juniper Networks customers and partners work
with both platform families, it is most common to find individuals working with only one or the
other platform. The two different certification tracks allow candidates to pursue specialized cer-
tifications, which focus on the platform type most pertinent to their job functions and experi-
ence. Candidates wishing to attain a certification on both platform families are welcome to do
so, but are required to pass the exams from each track for their desired certification level.

This book covers the M-series & T-series track. For information on the ERX
ITE Edge Routers certification track, please visit the JNTCP website at http://

www.juniper.net/certification.

M-series Routers & T-series Routing Platforms
The M-series Routers certification track consists of four tiers. They include the following:

Juniper Networks Certified Internet Associate (JNCIA) The Juniper Networks Certified
Internet Associate, M-series, T-series Routers (JNCIA-M) certification does not have any pre-
requisites. It is administered at Prometric testing centers worldwide.

Juniper Networks Certified Internet Specialist (JNCIS) The Juniper Networks Certified
Internet Specialist, M-series, T-series Routers (J]NCIS-M) certification also does not have any
prerequisites. Like the JNCIA-M, it is administered at Prometric testing centers worldwide.

Juniper Networks Certified Internet Professional (JNCIP) The Juniper Networks Certified
Internet Professional, M-series, T-series Routers (JNCIP-M) certification requires that candidates
first obtain the JNCIS-M certification. The hands-on exam is administered at Juniper Networks
offices in select locations throughout the world.
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Juniper Networks Certified Internet Expert (JNCIE) The Juniper Networks Certified Internet
Expert, M-series, T-series Routers (JNCIE-M) certification requires that candidates first obtain
the JNCIP-M certification. The hands-on exam is administered at Juniper Networks offices in
select locations throughout the world.

FIGURE 1.1 JNTCP M-series Routers & T-series Routing Platforms certification track

JNCIA JNCIS —>| JNCIP —>| JNCIE

Juniper Networks Technical Certification Program (JNTCP)
M-series Routers & T-series Routing Platforms

- The JNTCP M-series Routers & T-series Routing Platforms certification track
A&TE covers the M-series and T-series routing platforms as well as the JUNOS
software configuration skills required for both platforms. The lab exams are
conducted using M-series routers only.

Juniper Networks Certified Internet Associate

The JNCIA-M certification is the first of the four-tiered M-series Routers & T-series Routing
Platforms track. It is the entry-level certification designed for experienced networking profes-
sionals with beginner-to-intermediate knowledge of the Juniper Networks M-series and T-series
routers and the JUNOS software. The JNCIA-M (exam code JN0-201) is a computer-based,
multiple-choice exam delivered at Prometric testing centers globally for U.S.$125. It is a fast-
paced exam that consists of 60 questions to be completed within 60 minutes. The current pass-
ing score is set at 70 percent.

JNCIA-M exam topics are based on the content of the Introduction to Juniper Networks
Routers, M-series (IJNR-M) instructor-led training course. Just as [JNR-M is the first class most
students attend when beginning their study of Juniper Networks hardware and software, the
JNCIA-M exam should be the first certification exam most candidates attempt. The study topics
for the JNCIA-M exam include:

=  System operation, configuration, and troubleshooting
*  Routing protocols—BGP, OSPF, IS-IS, and RIP

= Protocol-independent routing properties

= Routing policy

=  MPLS

= Multicast
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70 Percent Seems Really Low!

The required score to pass an exam can be one indicator of the exam’s difficulty, but not in the way
that many candidates might assume. A lower pass score on an exam does not usually indicate an
easier exam. Ironically, it often indicates the opposite—it’s harder.

The JNTCP exams are extensively beta tested and reviewed. The results are then statistically
analyzed based on multiple psychometric criteria. Only after this analysis is complete does the
exam receive its appropriate passing score. In the case of the JNCIA-M exam, for example,
requiring the passing score to be higher than 70 percent would mean that the exam’s target
audience would have been excluded from passing. In effect, the exam would have been more
difficult to pass. Over time, as more exam statistics are collected, or the exam questions them-
selves are updated, the passing score may be modified to reflect the exam’s new difficulty
level. The end result is to ensure that the exams are passable by the members of the target
audience for which they are written.

) Please be aware that the JNCIA-M certification is not a prerequisite for further
TE certification in the M-series Routers & T-series Routing Platforms track. The
purpose of the JNCIA-M is to validate a candidate’s skill set at the Associate
level and it is meant to be a stand-alone certification fully recognized and worthy
of pride of accomplishment. Additionally, it can be used as a stepping stone
before attempting the JNCIS-M exam.

Juniper Networks Certified Internet Specialist

The JNCIS-M was originally developed as the exam used to prequalify candidates for admit-
tance to the practical hands-on certification exam. While it still continues to serve this purpose,
this certification has quickly become a sought-after designation in its own right. Depending on
the candidates’ job functions, many have chosen JNCIS-M as the highest level of JNTCP certi-
fication needed to validate their skill set. Candidates also requiring validation of their hands-on
configuration and troubleshooting ability on the M-series and T-series routers and the JUNOS
software use the JNCIS-M as the required prerequisite to the JNCIP-M practical exam.

The JNCIS-M exam tests for a wider and deeper level of knowledge than does the JNCIA-M
exam. Question content is drawn from the documentation set for the M-series routers, the T-series
routers, and the JUNOS software. Additionally, on-the-job product experience and an under-
standing of Internet technologies and design principles are considered to be common knowledge
at the Specialist level.

The JNCIS-M (exam code JN0-302) is a computer-based, multiple-choice exam delivered at
Prometric testing centers globally for U.S.$125. It consists of 75 questions to be completed in
90 minutes. The current passing score is set at 70 percent.
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The study topics for the JNCIS-M exam include:
*  Advanced system operation, configuration, and troubleshooting
*  Routing protocols—BGP, OSPF, and IS-IS
*  Routing policy
= MPLS
*  Multicast
= Router and network security

*  Router and network management

=  VPNs

=  JPv6
P There are no prerequisite certifications for the JNCIS-M exam. While JNCIA-M
ITE certification is a recommended stepping stone to JNCIS-M certification, candi-

dates are permitted to go straight to the Specialist (JNCIS-M) level.

Juniper Networks Certified Internet Professional

The JNCIP-M is the first of the two one-day practical exams in the M-series Routers & T-series
Routing Platforms track of the JNTCP. The goal of this challenging exam is to validate a can-
didate’s ability to successfully build an ISP network consisting of seven M-series routers and
multiple EBGP neighbors. Over a period of eight hours, the successful candidate will perform
system configuration on all seven routers, install an IGP, implement a well-designed IBGP,
establish connections with all EBGP neighbors as specified, and configure the required routing
policies correctly.

This certification establishes candidates’ practical and theoretical knowledge of core Internet
technologies and their ability to proficiently apply that knowledge in a hands-on environment.
This exam is expected to meet the hands-on certification needs of the majority of Juniper Networks
customers and partners. The more advanced JNCIE-M exam focuses on a set of specialized skills
and addresses a much smaller group of candidates. You should carefully consider your certification
goals and requirements, for you may find that the JNCIP-M exam is the highest-level certifica-
tion you need.

The JNCIP-M (exam code CERT-JNCIP-M) is delivered at one of several Juniper Networks
offices worldwide for U.S.$1,250. The current passing score is set at 80 percent.

The study topics for the JNCIP-M exam include:

= Advanced system operation, configuration, and troubleshooting
*  Routing protocols—BGP, OSPF, IS-IS, and RIP

*  Routing policy

*  Routing protocol redistribution

= VLANs

= VRRP
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) The JNCIP-M certification is a prerequisite for attempting the JNCIE-M
TE practical exam.

Juniper Networks Certified Internet Expert

At the pinnacle of the M-series Routers & T-series Routing Platforms track is the one-day JNCIE-M
practical exam. The E stands for Expert and they mean it—the exam is the most challenging and
respected of its type in the industry. Maintaining the standard of excellence established over two
years ago, the JNCIE-M certification continues to give candidates the opportunity to distinguish
themselves as the truly elite of the networking world. Only a few have dared attempt this exam,
and fewer still have passed.

The new eight-hour format of the exam requires that candidates troubleshoot an existing and
preconfigured ISP network consisting of 10 M-series routers. Candidates are then presented with
additional configuration tasks appropriate for an expert-level engineer.

The JNCIE-M (exam code CERT-JNCIE-M) is delivered at one of several Juniper Networks
offices worldwide for U.S.$1,250. The current passing score is set at 80 percent.

The study topics for the JNCIE-M exam may include:

= Expert-level system operation, configuration, and troubleshooting
= Routing protocols—BGP, OSPF, IS-IS, and RIP

*  Routing protocol redistribution

= Advanced routing policy implementation

= Firewall filters

= Class of service

= MPLS
= VPNs
= IPv6

= IPSec

= Multicast

)’ Since the JNCIP-M certification is a prerequisite for attempting this practical
A&TE exam, all candidates who pass the JNCIE-M will have successfully completed
two days of intensive practical examination.

Registration Procedures

JNTCP written exams are delivered worldwide at Prometric testing centers. To register, visit
Prometric’s website at http://www.2test.com (or call 1-888-249-2567 in North America) to
open an account and register for an exam.
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The JNTCP Prometric exam numbers are:
«  JNCIA-M—]JN0-201
«  JNCIS-M—]JN0-302

JNTCP lab exams are delivered by Juniper Networks at select locations. Currently the testing
locations are:

= Sunnyvale, CA
= Herndon, VA
= Amsterdam, Holland

Other global locations are periodically set up as testing centers based on demand. To register,
send an e-mail message to Juniper Networks at certification-testreg@juniper.net and
place one of the following exam codes in the subject field. Within the body of the message, indi-
cate the testing center you prefer and which month you would like to attempt the exam. You
will be contacted with the available dates at your requested testing center. The JNTCP lab exam
numbers are:

«  JNCIP-M—CERT-JNCIP-M
»  JNCIE-M—CERT-JNCIE-M

Recertification Requirements

To maintain the high standards of the JNTCP certifications, and to ensure that the skills of those
certified are kept current and relevant, Juniper Networks has implemented the following recer-
tification requirements, which apply to both certification tracks of the JNTCP:

= All JNTCP certifications are valid for a period of two years.

»  Certification holders who do not renew their certification within this two-year period will
have their certification placed in suspended mode. Certifications in suspended mode are not
eligible as prerequisites for further certification and cannot be applied to partner certifica-
tion requirements.

= After being in suspended mode for one year, the certification is placed in inactive mode. At
that stage, the individual is no longer certified at the JNTCP certification level that has
become inactive and the individual will lose the associated certification number. For example,
a JNCIP holder placed in inactive mode will be required to pass both the JNCIS and JNCIP
exams in order to regain JNCIP status; such an individual will be given a new JNCIP
certification number.

*  Renewed certifications are valid for a period of two years from the date of passing the
renewed certification exam.

*  Passing an exam at a higher level renews all lower-level certifications for two years from the
date of passing the higher-level exam. For example, passing the JNCIP exam will renew the
JNCIS certification (and JNCIA certification if currently held) for two years from the date
of passing the JNCIP exam.
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= JNCIA holders must pass the current JNCIA exam in order to renew the certification for
an additional two years from the most recent JNCIA pass date.

*  JNCIS holders must pass the current JNCIS exam in order to renew the certification for an
additional two years from the most recent JNCIS pass date.

*  JNCIP and JNCIE holders must pass the current JNCIS exam in order to renew these cer-
tifications for an additional two years from the most recent JNCIS pass date.

)/ The most recent version of the JNTCP Online Agreement must be accepted for
P TE the recertification to become effective.

JNTCP Nondisclosure Agreement

Juniper Networks considers all written and practical JNTCP exam material to be confidential
intellectual property. As such, an individual is not permitted to take home, copy, or re-create the
entire exam or any portions thereof. It is expected that candidates who participate in the JNTCP
will not reveal the detailed content of the exams.

For written exams delivered at Prometric testing centers, candidates must accept the online
agreement before proceeding with the exam. When taking practical exams, candidates are pro-
vided with a hard-copy agreement to read and sign before attempting the exam. In either case,
the agreement can be downloaded from the JNTCP website for your review prior to the testing
date. Juniper Networks retains all signed hard-copy nondisclosure agreements on file.

certifications to become effective and to have a certification number assigned.
You can do this by going to the CertManager site at http://www.certmanager
.net/juniper.

,/ Candidates must accept the online JNTCP Online Agreement in order for their
<~

Resources for JNTCP Participants

Reading this book is a fantastic place to begin preparing for your next JNTCP exam. You
should supplement the study of this volume’s content with related information from various
sources. The following resources are available for free and are recommended to anyone seeking
to attain or maintain Juniper Networks certified status.

JNTCP Website

The JNTCP website (http://www.juniper.net/certification)is the place to go for the most
up-to-date information about the program. As the program evolves, this website is periodically
updated with the latest news and major announcements. Possible changes include new exams and
certifications, modifications to the existing certification and recertification requirements, and
information about new resources and exam objectives.
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The site consists of separate sections for each of the certification tracks. The information
you’ll find there includes the exam number, passing scores, exam time limits, and exam topics.
A special section dedicated to resources is also provided to supply you with detailed exam topic

outlines, sample written exams, and study guides. The additional resources listed next are also
linked from the JNTCP website.

CertManager

The CertManager system (http://www.certmanager.net/juniper) provides you with a place
to track your certification progress. The site requires a username and password for access, and you
typically use the information contained on your hard-copy score report from Prometric the first
time you log in. Alternatively, a valid login can be obtained by sending an e-mail message to
certification@juniper.net with the word certmanager in the subject field.

Once you log in, you can view a report of all your attempted exams. This report includes the
exam dates, your scores, and a progress report indicating the additional steps required to attain
a given certification or recertification. This website is where you accept the online JNTCP agree-
ment, which is a required step to become certified at any level in the program. You can also use
the website to request the JNTCP official certification logos to use on your business cards,
resumes, and websites.

Perhaps most important, the CertManager website is where all your contact information is
kept up-to-date. Juniper Networks uses this information to send you certification benefits, such
as your certificate of completion, and to inform you of important developments regarding your
certification status. A valid company name is used to verify a partner’s compliance with certi-
fication requirements. To avoid missing out on important benefits and information, you should
ensure your contact information is kept current.

Juniper Networks Training Courses

Juniper Networks training courses (http://www.juniper.net/training) are the best source
of knowledge for seeking a certification and to increase your hands-on proficiency with Juniper
Networks equipment and technologies. While attendance of official Juniper Networks training
courses doesn’t guarantee a passing score on the certification exam, it does increase the likeli-
hood of your successfully passing it. This is especially true when you seek to attain JNCIP or
JNCIE status, where hands-on experience is a vital aspect of your study plan.

Juniper Networks Technical Documentation

You should be intimately familiar with the Juniper Networks technical documentation set
(http://www.juniper.net/techpubs). During the JNTCP lab exams (JNCIP and JNCIE),
these documents are provided in PDF on your PC. Knowing the content, organizational struc-
ture, and search capabilities of these manuals is a key component for a successful exam attempt.
At the time of this writing, hard-copy versions of the manuals are provided only for the hands-
on lab exams. All written exams delivered at Prometric testing centers are closed-book exams.
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Juniper Networks Solutions and Technology

To broaden and deepen your knowledge of Juniper Networks products and their applications,
you can visit http:///www.juniper.net/techcenter. This website contains white papers,

application notes, frequently asked questions (FAQ), and other informative documents, such as
customer profiles and independent test results.

Group Study

The Groupstudy mailing list and website (http://www.groupstudy.com/Tist/juniper.html)
is dedicated to the discussion of Juniper Networks products and technologies for the purpose
of preparing for certification testing. You can post and receive answers to your own technical
questions or simply read the questions and answers of other list members.

Tips for Taking Your Exam

Time, or the lack thereof, is normally one of the biggest factors influencing the outcome of
JNCIP-M certification attempts. Having to single-handedly configure numerous protocols and
parameters on seven routers while in a somewhat stressful environment often serves as a rude
wake-up call early in the JNCIP-M candidate’s first attempt.

Although the product documentation is provided during the exam, you will likely run short on
time if you have to refer to it more than once or twice during your exam. The successful candidate
will have significant practice time with the JUNOS software CLI, and will be experienced with
virtually all aspects of protocol configuration, so that commands can be entered quickly and
accurately without the need for user manuals.

Although troubleshooting is not a specific component of the exam, many candidates may spend
a good portion of their time fault-isolating issues that result from their own configuration mis-
takes or that result from unanticipated interactions between the various protocols involved.
Being able to quickly assess the state of the network, and to rapidly isolate and correct mistakes
and omissions, are critical skills that a successful JNCIP candidate must possess.

The JNCIP-M exam is scored in a non-linear fashion—this means that a candidate can lose
points for a single mistake that happens to affect multiple aspects of their network. The goal of
this grading approach can be summed up as “We grade on results, as opposed to individual
configuration statements, and your grade will be determined by the overall operational state of
your network at the end of the exam.” This is a significant point, and one that needs some elab-
oration, because many candidates are surprised to see how many points can be lost due to a
single mistake on a critical facet of the exam.
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Non-linear grading The JNCIP-M exam is made up of several sections, and each section is
worth a number of points. Missing too many of the criteria within one section can result in zero
points being awarded for the entire section, even if the candidate configured some aspects of
the task correctly! Getting zero points on a section almost always results in an insufficient num-
ber of total points for a passing grade. The goal of this grading approach is to ensure that the
JNCIP candidate is able to at least get the majority of each task right. Put another way, “How
can you be deemed a Professional if you cannot get a significant portion of your OSPF or IS-IS
configuration correct?”

Results-based grading Because of the numerous ways that JUNOS software can be config-
ured to effect a common result and because a Professional should be able to configure a net-
work that is largely operational, the JNCIP-M exam is graded based on overall results. So a
serious error in a critical section of the exam can spell doom for the candidate, even if other sec-
tions of the candidate’s configuration may be largely correct. For example, consider the case of
a candidate who makes a serious mistake in their IGP configuration. With a dysfunctional IGP,
there is a high probability that the candidate’s IBGP, EBGP, and policy-related tasks will exhibit
operational problems, which will result in point loss in this section, even though the IBGP, EBGP,
and policy-related configuration might be configured properly. The moral of this story is make
sure that you periodically spot-check the operation of your network, and that you quickly identify
and correct operational issues before moving on to subsequent tasks.

Here are some general tips for exam success:
= Arrive early at the exam center, so you can relax and review your study materials.

=  Read the task requirements carefully. Don’t just jump to conclusions. Make sure that you're
clear about what each task requires. When in doubt, consult the proctor for clarification.
Don’t be shy, because the proctor is there mainly to ensure you understand what tasks you
are being asked to perform.

= Becausethe exam is graded based on your network’s overall operation, moving on to later
tasks when you are “stuck” on a previous task is not always a good idea. In general, you
should not move on if your network has operational problems related to a previous task.
If you get stuck, you might consider “violating” the rules by deploying a static route (or
something similar) in an attempt to complete the entire exam with an operational network.
You should then plan to revisit your problem areas using any remaining time after you
have completed all remaining requirements. The point here is that you will likely experi-
ence significant point loss if your network has operational problems, so violating some
restrictions in an effort to achieve an operational network can be a sound strategy for
reducing overall point loss when you are stuck on a particular task.

= Pay attention to detail! With so much work to do and so many routers to configure, many
candidates make “simple” mistakes that relate to basic instructions such as log file naming,
login class names, etc.
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=  Use cut and paste judiciously. Cut and paste can be a real time-saver, but in many cases
it can cost a candidate precious time when the configurations of the routers differ signifi-
cantly or when mistakes are made because the candidate did not correctly adjust param-
eters before loading the configuration into the next router.

= Read each section (and perhaps the whole exam) fully before starting to type on the con-
soles. In many cases, the ordering of the requirements for a given section may result in the
candidate having to revisit each router many times. By carefully reading all the require-
ments first, the candidate may be able to save time by grouping requirements so that each
router needs to be configured only once.

= Know and prepare for the current test version. At the time of this writing, the production
JNCIP-M exam and this book were synchronized to the same JUNOS software version.
Before showing up for the exam, the candidate should determine the software version cur-
rently deployed in the JNCIP-M testing centers. If newer versions of JUNOS software are
rolled out, the well-prepared candidate should study the release notes for the new soft-
ware and compare any new features or functionality to the current JNCIP-M study guide
and preparation road maps to ensure that exam updates will not catch them unprepared.

It is important to note that the JNCIP-M certification requirements may not change just
because a newer software version has been deployed in the lab, because there are many
reasons to periodically upgrade the code used in the exam. Please also note that while the
exam requirements may not change, the syntax used to establish a given level of function-
ality may evolve with new software releases.

JNCIP-M exam grading occurs at the end of the day. Results are provided by e-mail within ten
business days.

JNCIP Study Guide

Now that you know a lot about the JNTCP, we need to provide some more information about
this text. We begin with a look at some topics and information you should already be familiar
with and then examine what topics are in the book. Finally, we discuss how to utilize this
resource and the accompanying CD.

What You Should Know Before Starting

If you are familiar with networking books, you might be a little surprised that Chapter 1 starts
with routing configuration. Rather than beginning with the Open Systems Interconnection (OSI)
model common to books in our industry, we instead dive headfirst into the details of a typical
JNCIP-level configuration task involving the establishment of an out-of-band management net-
work and initial system configuration. This philosophy of knowing the basics is quite ingrained
in the Juniper Networks Education courseware and certification exams, so we follow that
assumption.
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This means that you should be knowledgeable and conversant in the following topics in the
context of Juniper Networks M-series Routers or T-series Routing Platforms. Please refer to
other Juniper Networks Study Guides published by Sybex for assistance in gaining this knowledge.

= The basic components of the Juniper Networks routers, including hardware composition
and the operation of JUNOS software

*  M-series and T-series interfaces, both permanent and transient

= JUNOS software protocol-independent properties, which include static, aggregate, generated,
and martian routes

= JUNOS software routing policies, including route filtering, route redistribution, and routing
attribute modification

= JUNOS software support of the Routing Information Protocol (RIP)
= JUNOS software support of the Open Shortest Path First (OSPF) protocol
= JUNOS software support of the Intermediate System to Intermediate System (IS-IS) protocol

= JUNOS software support of the Border Gateway Protocol (BGP), in both its internal (IBGP)
and external (EBGP) forms

Scope of the Book

While this book does provide the reader with a “feel” for the JNCIP-M exam, doing well on the
exam will also involve getting some hands-on experience with M-series and T-series routers to
practice the scenarios covered in each chapter. This book serves as a guide to readers who have
access to a test bed that is specifically designed for JNCIP exam preparation. However, this
book was also written so that adequate preparation can be achieved when the reader combines
on-the-job experience with a careful study of the tips and examples contained in this book. The
bottom line is that hands-on experience is critical in gaining the proficiency and troubleshooting
skills required to successfully pass the JNCIP-M exam.

This book provides the reader with sample configuration scenarios that closely parallel those
used in the actual JNCIP-M exam. At the time of writing, this book completely addressed all
aspects of the production JNCIP-M exam. In fact, many of the configuration scenarios actually
exceed the difficulty level of the current exam so that readers may be better prepared for their
certification attempt.

4 The operational output and configuration examples demonstrated throughout
ITE this book are based on JUNOS software version 5.2R2.3.

What Does This Book Cover?

This book covers design, configuration, and troubleshooting skills that are commensurate with
the knowledge and skill set expected of a JNCIP-M candidate. The material closely parallels the
actual JNCIP-M environment, in that each configuration example is characterized as a series of
requirements and restrictions with which the resulting configuration and network behavior must
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comply. The reader is walked through each configuration scenario with equal emphasis placed on
the correct configuration syntax and on the operational mode commands used to confirm proper
operation, as defined by the restrictions placed on each configuration task. In many cases, the
reader is made privy to tips and tricks that are intended to save time, avoid common pitfalls, and
provide insight into how the JNCIP-M exam is graded. Knowing the techniques that are used by
the exam proctors to assess the state of the candidate’s network will often allow the candidate to
correct his or her own mistakes before it is too late!

Each chapter begins with a list of the lab skills covered in that chapter, with the chapter body
providing detailed examples of how the corresponding functionality can be quickly configured
and verified. A full-blown case study typical of what the JNCIP-M candidate will encounter in
the actual exam is featured near the end of each chapter. Each case study is designed to serve
as a vehicle for review and as the basis for lab-based study time. Solutions to the case study con-
figuration requirements and tips for verifying proper operation are provided at the end of each
case study. Each chapter ends with review questions to highlight (and therefore prevent) mis-
takes that are commonly seen when JNCIP exams are graded.

The book consists of the following material:

= Chapter 1 provides detailed coverage of initial system configuration and related network
management tasks. This type of configuration is typical of that normally performed on a
brand-new system, and these tasks are characteristic of how the JNCIP-M candidate will
usually begin their testing day.

=  Chapter 2 focuses on the configuration and testing of popular interface types including
Ethernet, ATM, and Packet Over Sonet (POS) interfaces running PPP or Frame Relay.

*  Chapter 3 adds the OSPF Interior Gateway Protocol (IGP) to the mix. Various applications
of OSPF, including authentication, route redistribution, stub and not-so-stubby areas
(NSSA), and route aggregation are covered.

= Chapter 4 covers the Intermediate System to Intermediate System (IS-IS) routing protocol.
Where possible, this chapter attempts to mirror the applications and features demonstrated
for the OSPF routing protocol.

= Chapter 5 begins our journey into the BGP protocol by detailing the configuration and test-
ing of the Interior Border Gateway Protocol (IBGP) in full mesh, confederation, and route
reflection applications. BGP-related routing policy and route attribute manipulation are
introduced in this chapter.

*  Chapter 6 details the configuration and operational analysis of Exterior Border Gateway
Protocol (EBGP) and provides a healthy dose of routing policy in the context of a service
provider’s network.

This book is written to mimic the actual JNCIP-M exam by having the reader add layers of
complexity and increased functionality to a common network topology with each successive
chapter. The decision to use a fixed topology allows the reader to focus on the “task at hand”
instead of having to constantly adapt to new connectivity and address assignments. This layer-
ing approach helps to familiarize the reader with how the exam is structured, and also helps to
reinforce the relationships between the various network protocols and applications that are covered.
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In this chapter, you will be exposed to configuration tasks that are
characteristic of those encountered when installing a brand-new
z M-series or T-series router. These initial configuration and main-
tenance tasks include setting up the Out of Band (OoB) management network, user accounts
and permissions, the Network Time Protocol (NTP), syslog parameters, chassis alarms, redun-
dancy, and maintaining JUNOS software.

You will learn numerous JNCIP-level configuration requirements along with the commands
needed to correctly configure a Juniper Networks router for that task. Wherever possible, you
will also be provided with techniques that can be used to verify the operation and functionality
of the various elements that make up your system’s configuration. The chapter concludes with
a case study that is designed to closely approximate a typical JNCIP initial system configuration
scenario. A router configuration that meets all case study requirements is provided at the end
of the case study for comparison with your own configuration.

To kick things off, you will need to access the console ports of your assigned routers using
reverse telnet connections though a terminal server. As you establish initial contact with each
of your routers, you should make note of the types of routers provided in your test bed and be
on guard for any symptoms of hardware malfunction or aberrant operation.

P failures do occur. In view of the time pressures associated with the JNCIP prac-
tical examination, you would be wise to bring suspicions of faulty hardware to
the proctor’s attention as soon as possible. The proctor will confirm whether
there is actually a problem and may provide workaround instructions as needed.
Before calling in the proctor, it is generally a good idea to try rebooting the
router, because symptoms of bad hardware may be caused by software mal-
functions that are sometimes cleared by a reboot.

é/ Faulty hardware is never intentionally given to a JNCIP candidate, but hardware

Task 1: Access Routers Using a Terminal
Server

As described in the introduction, your JNCIP test bed consists of seven freshly flashed M-series
routers, a terminal server, and a 100Mbps Fast Ethernet LAN segment that will serve as your
network’s Out of Band (OoB) management network. Because your routers have a factory-fresh
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default configuration, you will not be able to telnet to the routers until you have correctly con-
figured the OoB management network. Therefore, you should plan on accessing the console ports
of the routers assigned to your station using an IOS-based (2517 or similar) terminal server to per-
form your initial configuration task. Since the actual examination does not involve non—Juniper
Networks products, you will be instructed on how to use the particular terminal server used at
your testing center.

) Although you can use the router console ports for the duration of the examina-
TE tion, most candidates find that it saves time to open multiple telnet sessions (one
per router) using the Out Of Band (OoB) management network that is configured
during the examination. You should use the terminal server whenever you are
performing router maintenance (such as upgrading JUNOS software), or when
routing problems cause telnet access problems.

Console Connections

The OoB (Out of Band) management topology is illustrated in Figure 1.1. Based on this figure,
you can see that the IP address of the terminal server is 10.0.1.101, and that its asynchronous
interfaces are connected in ascending order to the console ports of each router that is associated
with your test pod.

The testing center will provide you with both user EXEC and privileged EXEC mode pass-
words for the terminal server (or their equivalents should a non—-IOS-based terminal server be
in use). You’ll sometimes need the privileged EXEC mode login to reset connections when you
receive error messages about ports being busy or when you see messages about connections
being refused. The following is an example of a typical login session to the terminal server:

telnet 10.0.1.101

Trying 10.0.1.101...
Connected to 10.0.1.101.
Escape character is '~]'.

User Access Verification

Password:
cert-ts>enable
Password:
cert-ts#
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FIGURE 1.1 The Out of Band (OoB) management network
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Depending upon the specifics of your test bed, you may want to configure symbolic name
mappings on the terminal server to simplify the task of reverse telnetting. This will enable you to
use symbolic names in lieu of specifying the reverse telnet port and IP address on the command
line. In the preceding example, these name-to-address mappings have already been configured on
the terminal server:

ip host rl 2001 10.0.1.101
ip host r2 2002 10.0.1.101
ip host r3 2003 10.0.1.101
ip host r4 2004 10.0.1.101
ip host r5 2005 10.0.1.101
ip host r6 2006 10.0.1.101
ip host r7 2007 10.0.1.101
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In this configuration, you can see that port 2001 on the terminal server, which maps to its
first asynchronous port, is associated with the symbolic name of r1. Now, to establish a reverse
telnet connection to the console port of router 1, the user need only enter rl on the terminal
server’s command line. If host mappings have not been configured on your terminal server, you
will need to specify the correct port identifier and IP address on the command line, as shown here:

cert-ts#telnet 10.0.1.101 2001
Trying 10.201.1.253, 2001 ... Open
<operator hits "enter">

Amnesiac (ttyd0)

Togin:

In the foregoing example, you can see that the reverse telnet session to rl has succeeded, in
that the router is now presenting its login prompt.

) The Amnesiac prompt shown in the previous example is indicative of a router
TE thatis booting from a factory-fresh JUNOS software load, which, by definition,
will not have a hostname configured. When preparing the lab for JNCIP testing,
itis standard practice for the proctor to flash every router using removable media
(PCMCIA) cards at the end of each certification attempt. This ensures that each
new candidate will begin his or her test from a known starting point and will
prevent possible difficulties caused by a previous candidate’s tampering with
the system’s binaries or file structure.

Initial Console Login

Because the router is booting from a factory-fresh load, the only existing login account will be
the user root. Initially, this account has no associated password. When logging in as root, the
user is presented with the shell prompt, so the JUNOS software command-line interface (CLI)
must be started manually as shown here:

Togin: root
--- JUNOS 5.2R1.4 built 2002-03-10 01:12:05 UTC
Terminal type? [vt100]

root@% cli
root>
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Switching Among Reverse Telnet Sessions

Although the reverse telnet sessions can be opened in any order, it is highly recommended that
you open the sessions to your routers in a sequential fashion. This will make it easy to switch
among sessions using session numbers that map directly to corresponding router numbers. To
regain the IOS command prompt, the user must enter an escape sequence consisting of a simul-
taneous Ctrl+Shift+6 followed by pressing the x key (the escape sequence is not echoed back to
the user but is shown in angle brackets in the following to illustrate use of the escape sequence):

root> <control-shift-6 x>
pod2-ts#r2
Trying r2 (10.0.1.101, 2002)... Open

Amnesiac (ttyd0)

Togin:

After entering the escape sequence, the user is presented with an IOS prompt. If the user sim-
ply presses Enter at this point, the connection to rl will be resumed. In this example, the user
establishes a reverse telnet session to the next router (router 2) using the symbolic name r2. To
switch between these two sessions, the user can now enter the escape sequence followed by the
connection number, which will be either a 1 or a 2 at this stage:

Togin: <control-shift-6 x>
pod2-ts#l
[Resuming connection 1 to 10.0.1.101 ... ]

root>

Clearing Terminal Server Sessions

Although it’s rarely necessary, sometimes you have to manually clear one or more reverse telnet
sessions on the terminal server when connections cannot be correctly established to a given
router’s console port. This will require that you regain a privileged EXEC mode IOS command
prompt to display and clear the problem line. Listing 1.1 is an example of this process. It dem-
onstrates the clearing of Line 2 after a problem with access to r2 has been encountered:

Listing 1.1: Clearing Terminal Server Lines (I0S-Based Terminal Server)
pod2-ts#r2

Trying r2 (10.0.1.101, 2002)...

% Connection refused by remote host
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pod2-ts#show 1line

Tty Typ Tx/Rx A Modem Roty AccO AccI Uses Noise Overruns
0 CTY - - - - - 0 0 0/0

* 1 TTY  9600/9600 - - - - - 3 0 0/0
* 2 TTY  9600/9600 - - - - - 4 2031 0/0
3 TTY  9600/9600 - - - - - 3 1546 0/0

4 TTY  9600/9600 - - - - - 3 0 0/0

5 TTY  9600/9600 - - - - - 1 0 0/0

6 TTY 9600/9600 - - - - - 1 72050 3/0

7 TTY  9600/9600 - - - - - 1 19691 1/0

8 TTY 9600/9600 - - - - - 1 0 0/0

9 TTY  9600/9600 - - - - - 1 0 0/0

10 TTY  9600/9600 - - - - - 2 0 0/0
11 TTY  9600/9600 - - - - - 0 0 0/0
12 TTY  9600/9600 - - - - - 0 0 0/0
13 TTY  9600/9600 - - - - - 0 0 0/0
14 TTY  9600/9600 - - - - - 0 0 0/0
15 TTY 9600/9600 - - - - - 0 0 0/0
16 TTY  9600/9600 - - - - - 0 0 0/0
17 AUX  9600/9600 - - - - - 0 0 0/0

* 18 VTY - - - - - 26 0 0/0
19 V1Y - - - - - 0 0 0/0
20 VTY - - - - - 0 0 0/0
21 VTY - - - - - 0 0 0/0
22 VTY - - - - - 0 0 0/0

pod2-ts#clear 1ine 2

[confirm]y [OK]

pod2-ts#r2

Trying r2 (10.0.1.101, 2002)... Open
<user hits enter>

Amnesiac (ttyd0)

Togin:

Reverse telnet sessions connect the user to a tty (asynchronous terminal line) on the terminal
server. You will want to focus on tty sessions that have an asterisk (*) next to them, because this
character indicates the line is in use. To clear a line, enter the clear 1ine n command at the

privileged EXEC mode prompt, and confirm the clear by entering y when prompted.
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A Caution About Clearing Sessions

The “failure” described in Listing 1.1 was simulated by trying to open a second telnet session
to port 2002 on the terminal server without first clearing the existing session. The operator
should have simply entered the session number (2 in this case) to switch back to the previously
established connection to resume the connection to router r2. Clearing sessions in the manner
described can result in session numbers that are no longer directly related to router numbers,
which can be very confusing—for example, the session associated with r2 might end up being
number 8. When reverse telnet problems are detected, many candidates find it simpler to simply
log out of an IOS-based terminal server, which causes the terminal server to clear all existing
connections (after the user confirms). After reconnecting to the terminal server, the telnet ses-
sions to all routers can be reestablished in the correct numeric sequence.

Task 2: Configure the OoB Management
Network

Once you have opened reverse telnet sessions to each of the routers assigned to your test bed, you
will want to configure and test the fxp0-based OoB management network and assign the correct
hostname to each router. Once again referring to Figure 1.1, you can see that each router’s fxp0
interface connects to a shared Ethernet segment with a logical IP subnet of 10.0.1.0/24. Also, the
host value of each fxp0 address must match the router number, so router 1 will have the address
10.0.1.1 assigned to its fxp0 interface. The OoB management network must be reachable from the
proctor’s workstation, which is attached to subnet 10.0.200/24 behind a firewall router.

Because each router also requires a unique name, it makes sense to configure the router’s
hostname along with the OoB addressing and telnet service at this point. The following com-
mands, entered on r1, will set the correct IP address and hostname for this exercise, and will
enable the telnet service:

root> configure
Entering configuration mode

[edit]
root# set system host-name rl

[edit]
root# set interfaces fxp0 unit 0 family inet address 10.0.1.1/24

[edit]
root# set system services telnet
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The resulting configuration is now as follows:

[edit]
root# show interfaces
xp0 {
unit 0 {
family inet {
address 10.0.1.1/24;

[edit]
root# show system
host-name ril;
services {
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;

With the correct configuration now in rl, you decide to commit the changes to place them
into effect:

[edit]

root# commit and-quit
commit complete

Exiting configuration mode

root@rl>

After the candidate configuration has been successfully committed, the router’s command
prompt takes on the newly assigned hostname. Although the configuration steps performed thus
far will make telnet access available to the candidate, the router currently does not have a route
back to the proctor’s subnet, which will prevent proctor-initiated telnet connection to your
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routers. To rectify this situation, you must add a static route on each router for the 10.0.200/24
proctor subnet, using the firewall router (10.0.1.102) as the next hop. This route should have
the no-readvertise tag to ensure the router does not inadvertently redistribute the static route
in a later lab scenario. The following commands create the necessary static route and show the
resulting configuration change:

[edit routing-options static route]
root@rl# set 10.0.200/24 next-hop 10.0.1.102 no-readvertise

[edit routing-options]
root@rl# show
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

To confirm that the OoB management network and static routing are operational, try to ping
the RADIUS/FTP server on the proctor subnet, like this:

root@rl> ping 10.0.200.2

PING 10.0.200.2 (10.0.200.2): 56 data bytes

64 bytes from 10.0.200.2: icmp_seq=0 tt1=255 time=1.228 ms
64 bytes from 10.0.200.2: icmp_seq=1 tt1=255 time=0.701 ms
~C

---10.0.200.2 ping statistics ---

2 packets transmitted, 2 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.701/0.964/1.228/0.264 ms

Based on the successful results shown in this output, things are now looking good for your
OoB management network.

Task 3: Create User Accounts

When the OoB management network and its associated routing are confirmed to be operational,
you will likely want to configure various user accounts. These accounts should make use of both
local and remote authentication, and should also verify your ability to use al1ow and deny com-
mands to provide local control of user authorization levels.

In the example shown in Table 1.1, the following accounts (and permissions) will be config-
ured to demonstrate typical user account configuration and validation techniques.
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TABLE 1.1 User Account Parameters

User Password Class/Permission Notes

root root superuser SSH with 1024-bit RSA public key
authentication. Local password and
RADIUS authentication criteria are
the same as for user 1ab.

Tab  1ab superuser RADIUS/local password with auto-
matic login in the event of RADIUS
failure. RADIUS secret is jni.

ops operator Can view standard show interfaces RADIUS/local password, 5-minute
output and conduct ping testing only. inactivity time-out.

Configuring the Root Account

As noted in Table 1.1, the root user’s account must be configured for SSH public key and
RADIUS/local password authentication. The following commands configure the root account
with the required SSH version 1 RSA public key (version 2 RSA keys are not supported at the time
of this writing so a version 1 key must be loaded). It is important to note that the operator must
manually add the opening and closing quotes ("") so that white spaces in the key string do not
cause syntax errors if the key is pasted from a terminal buffer. You could also choose to edit the
~/.ssh/authorized_keys file manually to add the public RSA key (by escaping to a shell and
using vi), or you could transfer the key file to the router using the Toad-key-f1iTle option with an
appropriate URL, such as ftp://user:password@hostname/file-name. However, the CLI
paste approach demonstrated here is generally considered to be the most straightforward:

[edit system root-authentication]
root@rl# set ssh-rsa "key-data-pasted-from-terminal"

And now, to enable the SSH service on the router, which by default will support both SSH
version 1 and 2:

[edit system]
root@rl# set system services ssh

Since the use of SSH public key authentication for the root account has no effect on local
console-based logins, we also set the required root password:

[edit system]

root@rl# set root-authentication plain-text-password
New password:

Retype new password:
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The following is the resulting configuration for the root account and the SSH service:

[edit system]
root@rl# show root-authentication
encrypted-password "$1$n/1x3$RNtF9uDTCsMsAL8gi/qA31"; # SECRET-DATA

ssh-rsa "1024 65537
14507521839282798432482521835023055326381401663452058669080886491465544700784392
81114055822376198290722320666268020211763429857348456378696103199986915461962494
35479692894437417780898017483440313841107367122670080439972894195679320796753410
731222833899141869327583231170906047985814682544941905107416839803283 root"; #
SECRET-DATA

Tab@r2# show system services
ssh;
telnet;

Verify the Root Account

To confirm operation of the root account, you should test local authentication using the root
password, and test SSH authentication using an appropriately configured session on your ter-
minal emulator. The SSH session settings used in the SecureCRT application are shown in Fig-
ure 1.2; it should be noted that RSA (public key) has been selected as the authentication method
(as opposed to password-based authentication).

FIGURE 1.2 SSH session settings for the root account
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Generating SSH Key Pairs

The method used to generate your own SSH public/private key pair will vary based on SSH ver-
sion and the particular client software being used.
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For a Unix-like operating system Generate a 1024-bit SSH version 1 RSA key pair using the
ssh-keygen program with the —b flag set to 1024 and the -t flag set to rsal. By default, the
resulting public key will be written to $HOME/ . ssh/identity.pub. The contents of this file
would then be loaded into the router using the techniques described in the section “Configuring
the Root Account” earlier in this chapter. Typical ssh-keygen output is shown here:

[harry@dr-data harry]$ ssh-keygen -b 1024 -t rsal

Generating public/private rsal key pair.

Enter file in which to save the key (/home/harry/.ssh/identity):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/harry/.ssh/identity.
Your public key has been saved in /home/harry/.ssh/identity.pub.
The key fingerprint is:
dl:ac:20:9b:16:82:04:06:09:69:11:57:66:8d:17:be harry@dr-data.net

After loading the resulting public key into the router, SSH connectivity can be tested:

[harry@dr-data harry]$ ssh -1 root -1 10.0.1.1

The authenticity of host '10.0.1.1 (10.0.1.1)' can't be established.
RSA1 key fingerprint is 10:e1:82:2f:6b:c3:9c:5e:84:d5:6c:0b:df:1c:3d:ea.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '10.0.1.1' (RSA1l) to the Tist of known hosts.
Enter passphrase for RSA key '/home/harry/.ssh/identity':

Last Togin: Wed May 15 17:38:58 2002 from 10.0.1.201

--- JUNOS 5.2R2.3 built 2002-03-23 02:44:36 UTC

root@rl%

In this example, the -1 switch was needed to indicate that the remote login name should be
root instead of the user’s local Unix login name, which would be harry in this case. The -1 was
also needed to indicate that SSH version 1 should be used, because the SSH configuration on this
author’s Linux machine causes it to first try SSH version 2.

For the SecureCRT application Generate a key pair by clicking the Advanced button in the
SSH Quick Connect dialog box, followed by selecting the Create Identity File option in the
resulting Advanced SSH Options dialog box, which will open the SecureCRT Key Generation
Wizard. The wizard will guide you through the remaining key generation steps. When the Wiz-
ard completes, you will be prompted to enter the directory and key filenames for your newly
generated secret and public keys. When using SecureCRT version 3.1.2, the default location and
filename for the secret key is C:\Program Files\SecureCRT 3.0\identity. The public key
will be stored in the same directory with a . pub file extension. As described in the previous “For
a Unix-like Operating System” section, the contents of this public key file should be loaded into
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the router using the procedures outlined in the “Configuring the Root Account” section earlier
in this chapter.

You will be asked to accept a “new host key” when testing SSH connectivity to the router
for the first time, as shown in Figure 1.3.

FIGURE 1.3 Accepting a new host key

Hew Host Key

The remote host [10.0.1.1) has naot been
registered,

Do pou want to accept this key?

Cancel | Accept Once | .&ccept&SaveI

After accepting the host key, you will be prompted to enter the pass phrase associated with
the session’s private key. When the correct pass phrase is entered, you should be logged in as the
root user and presented with a shell prompt.

Configuring the Lab Account

The following commands establish the lab account and associate the user with the superuser
login class:

[edit system]

root@rl# set login user lab class superuser

[edit system]

root@rl# set login user lab authentication plain-text-password
New password:

Retype new password:

Because the lab, root, and ops accounts are to be authenticated through RADIUS, you must
now configure the RADIUS server’s properties. The RADIUS-related parameters needed for this
task are configured with the following commands:

[edit system]
Tab@rl# set radius-server 10.0.200.2 secret jni

P associated with the failed RADIUS authentication requests by setting the retry

é/ If your test bench does not offer RADIUS support, you can reduce the delay
and timeout parameters to 1.
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To tell the system that RADIUS authentication is to be used first, you must specify radius
as the first entry in the system’s authentication-order list with the following command:

[edit system]
root@rl# set authentication-order radius

The resulting lab account and RADIUS configuration are shown next:

root@rl# show login user lab
class superuser;
authentication {
encrypted-password "$1$nNISN$070GTEhEF5s0cgjS9pOLf0"; # SECRET-DATA
}
root@rl# show radius-server
10.0.200.2 secret "$9$NQVs4Pfz36A"; # SECRET-DATA
[edit system]
root@rl# show authentication-order
authentication-order radius;

Verify the Lab Account

To verify the lab account, we log out as root and reconnect as the Tab user:
root@rl% exit

Togout

rl (ttydo)

Togin: Tab
Password:
Last Togin: Fri Mar 8 16:20:47 on ttyd0

--- JUNOS 5.2B3.1 built 2001-12-28 18:50:44 UTC

Tab@rl>

Though the previous capture indicates that your user account is functional, notice the termi-
nology “automatic login in the event of RADIUS failure” in Table 1.1, shown earlier. This should
cause you to wonder what would happen if the RADIUS server should become unreachable. To
simulate a RADIUS failure, the shared secret is changed to foo and the lab account is retested:

[edit system radius-server]
Tab@rl# set 10.0.1.102 secret foo
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[edit system radius-server]
Tab@rl# commit and-quit
commit complete

Exiting configuration mode

Tab@rl> quit

rl (ttydo0)

Togin: Tab
Password:

Local password:
Last login: Mon Apr 1 12:36:17 on ttyd0

--- JUNOS 5.2B3.1 built 2001-12-28 18:50:44 UTC

Taberi>

Note the second prompt that asks for a local password. This indicates that automatic login
is not functional. The problem lies in the omission of the password keyword in the system’s
authentication-order statement. Adding password after radius will cause the router to
automatically verify the user’s password against the local password database when access to the
RADIUS server fails. To meet the configuration criteria, you must enter the following command
to add password to the router’s authentication order list:

[edit]
Tab@rl# set system authentication-order password

[edit]
Tab@rl# show system authentication-order
authentication-order [ radius password ];

[edit]

Tab@rl# commit and-quit
commit complete

Exiting configuration mode

With the changes committed, we now retest the 1ab login:

Tab@rl> quit

rl (ttydo)
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Togin: Tab
Password:
Last Togin: Mon Apr 1 12:41:09 on ttyd0

--- JUNOS 5.2B3.1 built 2001-12-28 18:50:44 UTC

Taberi>

The user is now automatically logged in using the local password database when access to
the RADIUS server is broken. After testing, you should reset the shared RADIUS secret to the
correct value as specified in Table 1.1, shown earlier.

The local password database is not consulted when the RADIUS server returns

ITE an access reject message because of an unknown username or incorrect
password being used. You will need to remove (or deactivate) the system'’s
RADIUS configuration or change the authentication order to allow local logins
if you feel that the RADIUS server has been misconfigured with regard to a
given account’s username or password.

Configure the Ops Account

You will now configure a user called ops that is only authorized to view the output of show
interfaces and conduct ping testing.
The commands in Listing 1.2 configure the ops account and display the resulting configuration:

Listing 1.2: Commands for Configuring the Ops Account

[edit system login]

root@rl# set user ops class ops authentication plain-text-password
New password:

Retype new password:

[edit system login]
root@rl# set class ops permissions network

[edit system login class]
root@rl# set ops idle-timeout 5

[edit system login class]
root@rl# set ops allow-commands "show interfaces $"
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[edit system login class]
root@rl# set ops deny-commands "traceroute|telnet|ssh"

[edit system login class]
root@rl# up

[edit system login]
root@rl# show user ops
uid 2002;
class ops;
authentication {
encrypted-password "$1$SgJQQ$VYXXLPf9/TMOnb20ohWx0J."; # SECRET-DATA

[edit system login]

root@rl# show class ops

idle-timeout 5;

permissions network;

allow-commands "show interfaces";
deny-commands "traceroute|telnet|ssh';

ITE permissions, care should be taken to avoid the use of the predefined login
classes (operator, read-only, superuser, and unauthorized). The parameters
associated with these accounts cannot be modified. Depending on the JUNOS
software version being used, you may be allowed to configure customized
settings for the predefined login classes, but these changes will not actually
have any effect on their default permissions.

%’ Because these user account requirements involve custom settings of login class

This configuration example illustrates one possible solution to the ops account restrictions as
specified in this example. In this case, we begin with a login class that contains only the network
permission, which, by default, allows only access to the ping, telnet, traceroute, and SSH com-
mands. Because the ops user should have access only to the ping utility, the deny-commands
option was used with a regular expression to explicitly deny access to the telnet, traceroute, and
SSH commands. In a similar fashion, the al1ow-commands option was included in the ops class
to explicitly permit the use of the show interfaces command. Further, the nature of this allow-
commands regular expression will not allow arguments such as detail or terse with the show
interfaces command, so the ops user will be able to issue only the standard show interfaces
command. In contrast, specifying show interfaces$ as the regular expression for allowed com-
mands will provide access to the full range of options supported by the show interfaces command.
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Verify the Ops Account

To confirm the ops login and account permissions, we log in as ops and verify that we have
access to the standard show interfaces and ping commands. Listing 1.3 shows you this
sequence. Based on the results shown in Listing 1.3, you can see that all the account restrictions
for the ops user have been met.

Listing 1.3: Verify Ops Account Permissions

ops@rl> show ?

Possible completions:
host Host name Tlookup service using domain name server
interfaces Show interface information

ops@rl> show interfaces

Physical interface: fe-0/0/0, Enabled, Physical Tink is Down
Interface index: 10, SNMP ifIndex: 13
Link-level type: Ethernet, MTU: 1514, Speed: 100mbps,

ops@rl> show interfaces fxp0 detail
error: permission denied for interfaces: detail

ops@rl> ping 10.0.1.102

PING 10.0.1.102 (10.0.1.102): 56 data bytes

64 bytes from 10.0.1.102: icmp_seq=0 tt1=255 time=0.560 ms
~C

---10.0.1.102 ping statistics ---

1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.560/0.560/0.560/0.000 ms

ops@rl> tra
unknown command.
ops@rl> tel

n

unknown command.
ops@rl>
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Task 4: Configure Syslog Parameters

Now that your user accounts are configured and you have confirmed that they work, you can
move on to adjusting the default syslog parameters. The default syslog configuration on an
M-series router will be similar to this example:

[edit]
Tab@rl# show system syslog
user * {
any emergency;
}
file messages {
any notice;
authorization info;

The default syslog settings will display emergency-level messages for all facility classes to any
user that is logged in, and will log at the notice and info levels to the file messages for all facility
classes and for the authorization class, respectively. The default archive settings will allow up
to ten 128KB files that are not world-readable.

In this example, your goal is to modify the default syslog parameters to achieve the following
criteria:

*  Place authorization messages into a log file named auth
*  Permit five copies of the auth file, each no larger than SMB

The commands used to meet these requirements are as follows:

[edit system syslog]
Tab@rl# delete file messages authorization

[edit system syslog]
Tab@rl# set file auth authorization info

[edit system syslog]
Tab@rl# set file auth archive files 5 size 5m

And here is the modified syslog stanza:

[edit system syslog]
Tab@rl# show
user * {

any emergency;
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file messages {
any notice;

}

file auth {
authorization info;
archive size 5m files 5;

Verify Syslog Operation

Verifying the modified syslog parameters is relatively simple. You can open a second telnet con-
nection to the router and monitor the log files while you log in and out, or you can view the log
files offline to confirm that authorization-related information is now being written to both the
auth and messages log files. The second approach is illustrated next:

Tab@rl> quit
rl (ttydo)

Togin: anything

Password:

Login incorrect

Togin: ~CClient aborted Togin

rl (ttydo)

Togin: Tab
Password:
Last Togin: Mon Apr 1 14:33:26 on ttyd0

--- JUNOS 5.2B3.1 built 2001-12-28 18:50:44 UTC

Tab@r1l> show log auth
Apr 1 14:36:25 rl login: 1 LOGIN FAILURE ON ttydO
Apr 1 14:36:30 rl Togin: login on ttyd0 as lab

When modifying the syslog configuration, care should be taken to ensure that the remaining
default settings are left according to the lab scenario’s instructions. For example, the following
syslog configuration sets the default archive parameters of all files at the [edit system syslog]
level and below to five files of SMB each. Such a setting will also affect the size and number of the
archived messages files stored on your router. Depending on the specifics of your configuration
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requirement, changing the default size and number of archived messages files could result in lost
points on the JNCIP exam:

[edit system syslog]

Tab@rl# show
archive size 5m files 5;
user * {

any emergency;

}
file messages {
any notice;

}
file auth {
authorization info;

Task 5: Configure Network Management
and NTP

Now that you have correctly set your syslog parameters, we next examine typical SNMP and
NTP configuration requirements. SNMP can be used to pull statistics and operational status
from your router, while the NTP protocol can be used to ensure that all of the routers in your
test bench have an accurate and consistent time-of-day setting.

Configure SNMP

In the following example, we will configure SNMP with the parameters listed next. Refer to
Figure 1.1, shown earlier, for addressing specifics:

*  Only allow SNMP access from the SNMP server

*  Only allow SNMP access over the fxp0 interface

*  Use a community string of test

= Send all link up and down related traps to the SNMP server

These requirements are met with the following SNMP configuration:

[edit snmp]
Tab@rl# show
interface fxp0.0;
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community test {
clients {
10.0.200.2/32;

}
trap-group interface {
categories Tlink;
targets {
10.0.200.2;

By default, SNMP requests will be accepted over any interface. Specifying one or more inter-
face names under the interface keyword will cause SNMP requests on nonmatching interfaces
to be ignored. Similarly, all clients are allowed to make requests by default; specifying one or more
client IP addresses after the clients keyword causes requests from nonmatching clients to be
ignored. This example includes a trap group named interface that has been configured to send
link up and down traps to the SNMP server by including the 1ink keyword under the categories
hierarchy. By default, both SNMP versions 1 and 2 traps will be sent, but either version can be forced
through appropriate trap group configuration.

SNMP uses community strings for authentication. Failure to include a community string will
result in the denial of all SNMP requests, while specifying the wrong community string will result in
otherwise legitimate requests being denied, so take care when configuring your SNMP community
values, and pay special attention to the community string case as the strings are case sensitive. By
default, SNMP clients are authorized to view only. Read and write access (SNMP get and put) can
be granted by including the read-write keyword under the community definition as shown next:

[edit snmp]
Tab@rl# set community test authorization read-write

Verify SNMVIP

The verification of correct SNMP configuration can be difficult without access to the SNMP
management station. There are a few things you can do to test your SNMP configuration, how-
ever. You can start by verifying that the router is now listening on UDP port 161, which is the
port associated with SNMP requests:

Tab@r1l> show system connections
Active Internet connections (including servers)

Proto Recv-Q Send-Q Local Address Foreign Address (state)
tcp4 0 0 *.23 ¥ LISTEN
tcp4 0 0 *.22 * L LISTEN
tcp4d 0 0 10.0.1.1.22 10.0.1.100.2346 ESTABLISHED
tcpd 0 0 *.666 L LISTEN
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udp46 0 0 =*.161 .
udp4 0 0 *.161 o
udp4 0 0 *.500 wLw
udp46 0 0 *.1025 wLw
udp4 0 0 *.1024 LK
udp4 0 0 *.* L
udp4 0 0 *.123

Proper trap group operation can be verified by monitoring traffic on the system’s OoB interface
using the following steps. First, open a second telnet session to the router for the purpose of mon-
itoring UDP traffic on the router’s fxp0 interface. This is done using the following command:

root@rl> monitor traffic interface fxp0 matching udp
Listening on fxp0

Second, assign an arbitrary address to the router’s o0 interface in order to generate a link up
trap. Once the configuration is committed, an SNMP trap should be generated on the router’s
fxp0 interface. If the trap group is configured correctly, you will see something that is similar
to the following. Note that the destination address for the trap matches the address of the
SNMP server shown earlier in Figure 1.1.

15:34:45.871146 Out 10.0.1.1.1024
> 10.0.200.2.snmptrap: C=interface Trap(36)
E:2636.1.1.1.2.5 10.0.1.1 TinkUp 1467547 [|snmp]
15:34:45.871250 Out 10.0.1.1.1024
> 10.0.200.2.snmptrap: C=interface V2Trap(35)
system.sysUpTime.0=1467547 .iso.org.dod.internet=[|snmp]

You can monitor SNMP command response operation through SNMP protocol tracing, but
the monitor traffic mechanism shown previously is the best way to verify that your router is
sending SNMP traps as required.

- After verifying the trap, be sure to remove any arbitrary addressing that you
ITE have assigned to the 100 interface. Neglecting to do so could cause problems
in a subsequent lab scenario.

Configure NTP

Once again, refer to Figure 1.1 for the addressing specifics needed to complete this task. In this
example, you will need to configure your router as a unicast NTP client because the NTP server
is not directly attached to your OoB management network and the lack of multicast/broadcast
forwarding on the firewall router will prevent the use of multicast or broadcast client modes.
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In this example, you will configure NTP on the local router to meet the following criteria:
*  The router must synchronize to the NTP server.
= The router’s clock cannot set automatically at boot.
*  NTP version 4 must be used, with MDJ5 authentication using key ID 101 and a key value
of jni.
The following configuration commands get us started on these criteria:

[edit system ntp]
Tab@rl# set server 10.0.200.2 key 101

[edit system ntp]
Tab@rl# set trusted-key 101

[edit system ntp]
Tab@rl# set authentication-key 101 type md5 value jni

The first command tells the router to operate as an NTP client, and to include authentication
key 101 in the messages it sends to the NTP server identified as 10.0.200.2. The second com-
mand specifies that messages containing a key ID of 101 are to be trusted, and the last command
defines the key parameters by specifying the use of message digest 5 (MDS5) and the key value
of jni. Since NTP version 4 is the default for unicast NTP in JUNOS software 5.2, no NTP ver-
sion-related configuration is necessary, but explicit version configuration is never a bad idea
when you are unsure about the system’s default version.

The resulting NTP configuration is shown next:

[edit system ntp]

Tab@rl# show

authentication-key 101 type md5 value "$9%$Q5J23/tleWLxd"; # SECRET-DATA
server 10.0.200.2 key 101;

trusted-key 101;

It should be noted that the boot-server statement has been omitted from the previous con-
figuration, because its presence will cause the router to automatically synchronize its clock upon
bootup using the ntpdate command, which would violate the NTP configuration requirements
listed at the beginning of this example.

Verify NTP

To verify NTP operation, commit your changes and issue the show ntp associations com-
mand, as shown next:

Tab@r1l> show ntp associations
remote refid st t when poll reach delay offset jitter

10.0.200.2 LOCAL(0) 11u 25 64 37 0.492 2542804 4000.00
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Many operators find the output of this command to be confusing. The key to this display is the
overall fate of the clock selection and synchronization process, which is indicated by various char-
acters in the far left margin. In this example, the presence of a space in front of the 10.0.200.2
address indicates that the peer has been rejected due to failed sanity checks or a stratum level that
is too high. Synchronization with a particular NTP server is indicated with an asterisk (*) in the
left margin, and this is what we need to see for 10.0.200.2 before we can move on.

However, the non-zero delay and offset fields in the previous display indicate that NTP mes-
sages are being received from the server, and that the messages are being correctly authenti-
cated, which is a good start. So what is preventing the local router from synchronizing with the
NTP server? The answer lies in the NTP specification and the fact that it will not allow the NTP
protocol to make gross adjustments in a system’s clock. According to the NTP specification,
synchronization requires that the two system clocks be off by at least 128 milliseconds, but no
more than 128 seconds, before synchronization can begin. Use of the boot-server option will
set the system’s clock at boot time, regardless of how far off it may be from that of the specified
server, but this option requires a reboot to take effect, and automatic clock setting at reboot is
not permitted in this example.

So, it would seem that the solution to this dilemma is the manual setting of your router’s
clock to bring it to within 128 seconds of the server’s clock. To obtain the NTP server’s view
of the time, you could manually decode NTP messages using tcpdump or monitor traffic,
or you could take the easy route of telnetting into the NTP server to issue a date command. The
following commands demonstrate the latter approach:

Tab@rl> telnet 10.0.200.2
Trying 10.0.200.2...
Connected to 10.0.200.2.
Escape character is '~]'.

Red Hat Linux release 6.0 (Hedwig)
Kernel 2.2.17 on an 1686
Togin: Tab
Password:
Last login: Mon Apr 1 08:23:21 from yoda
[Tab@ntp]$ date
Mon Apr 1 15:45:29 PST 2002
[Tab@ntp]$ exit
Togout
Connection closed by foreign host.

Now that you know the server’s view of the current time, you can manually set your router’s
clock as shown next:

Tab@rl> set date 200204011545
Mon Apr 1 15:45:00 UTC 2002
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Now, assuming that you have set the local router’s clock accurately (and quickly), the two
clocks should be within the limits needed for NTP synchronization. However, since the NTP
protocol requires several successful packet exchanges before allowing synchronization, you will
have to wait approximately five minutes to determine your relative success in this matter. Because
NTP slowly steps a system’s clock into synchronization, it may take a seemingly inordinate
amount of time to get the proper NTP synchronization on all of your routers. You can tell when
things are working correctly when you see a display containing an asterisk in the left margin,
as shown next:

Tab@r1l> show ntp associations
remote refid st t when poll reach delay offset jitter

*10.0.200.2 LOCAL(0) 11u 10 64 17 0.491 12.991 10.140

NTP operation is confusing to many exam candidates, and the delays associated with normal
NTP operation have been known to cause some candidates to assume that they have made a mis-
take when things do not work as expected right away. When all else fails, remember that NTP
works slowly, and that the system clocks have to be within 128 seconds of each other to get things
synchronizing. Also, keep in mind that time zone settings will affect your local clock, and
remember that non-zero values in the offset and delay fields of the show ntp associations
command indicate successful communication and, when in use, authentication between your
router and the NTP server. As a final tip, when all else has failed, you may want to try deacti-
vating and reactivating the NTP configuration stanza to ensure that recent changes are in fact
being put into effect after you commit them.

P the boot-server option coupled with a reboot to get your router’s clocks initially
synchronized to the NTP server’s. Once you have obtained synchronization, you
can simply remove the boot-server statement and move on with your life, with
no one being the wiser as to how initial synchronization was achieved.

é/ A possible shortcut to the problem of manual clock setting would be the use of

Set Your Local Time Zone

Even though your router is now synchronized with the NTP server, you will likely find that the
local time is being displayed incorrectly because of the router’s default use of the UTC time zone.
The following commands show the router’s view of the local time before and after the correct local
time zone is configured:

Tab@rl> show system uptime

Current time: 2002-04-02 01:35:42 UTC

System booted: 2002-04-01 18:33:27 UTC (07:02:15 ago)
Protocols started: 2002-04-01 18:33:17 UTC (07:02:25 ago)

Last configured: 2002-04-02 01:25:14 UTC (00:10:28 ago) by Tab
1:35AM up 7:02, 2 users, load averages: 0.00, 0.00, 0.00
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Though this author often works well past 6:00 P.M., it would be rare to see me working at
1:35 A.M.! The following commands correctly set the router’s time zone based on the location
of the test bed:

[edit]

Tab@rl# set system time-zone America/Los_Angeles
Tab@rl# commit and-quit

commit complete

Exiting configuration mode

Tab@r1l> show system uptime

Current time: 2002-04-02 01:36:00 UTC

System booted: 2002-04-01 18:33:27 UTC (07:02:33 ago)
Protocols started: 2002-04-01 18:33:17 UTC (07:02:43 ago)

Last configured: 2002-04-02 01:35:57 UTC (00:00:03 ago) by Tlab
5:36PM up 7:03, 2 users, load averages: 0.08, 0.02, 0.01

The router’s time of day now shows the correct value of 5:36 P.M.

Task 6: Perform General Maintenance
and Software Upgrade

At this stage, your basic system configuration should be completed and its operational status
confirmed. If you have not already looked for hardware anomalies or alarms, now might be a
good time to issue some chassis/hardware related show commands to confirm that all is good
to go with your gear. You should also take note of the JUNOS software version on each router,
because an upgrade or a downgrade may be necessary to meet the requirements of your scenario.
The following commands illustrate the most common ways of accessing the state of your hard-
ware. The syntax and output can vary depending on M-series router type, but the general concept
and results are similar for all Juniper Networks routers.
First, verify that there are no chassis alarms:

Tab@rl> show chassis alarms

No alarms currently active

The lack of alarms indicates the router is free from serious hardware and environmental
defects. Next, check out the general hardware environment of each router:

Tab@rl> show chassis environment
Class Item Status Measurement
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Power Power Supply A 0K
Power Supply B Absent

Temp FPC Slot O 0K 33 degrees C / 91 degrees F
FEB 0K 34 degrees C / 93 degrees F
PS Intake 0K 29 degrees C / 84 degrees F
PS Exhaust 0K 31 degrees C / 87 degrees F

Fans Left Fan 1 0K Spinning at normal speed
Left Fan 2 0K Spinning at normal speed
Left Fan 3 0K Spinning at normal speed
Left Fan 4 0K Spinning at normal speed

Misc Craft Interface 0K

The missing power supply B is generally not an issue in a test bed, so all looks normal here.
For even more information on the router’s hardware, issue the following command:

Tab@r1l> show chassis hardware
Hardware inventory:

Item Version Part number Serial number Description

Chassis 50779 M5

Midplane REV 03  710-002650  HF2739

Power Supply A Rev 04 740-002497 LK23083 AC

Display REV 04 710-001995 AV8231

Host bb00000792cd4801 teknor

FEB REV 09  710-002503 HF2037 Internet Processor II

FPC 0
PIC O REV 04 750-002992 HD4121 4x F/E, 100 BASE-TX
PIC 1 REV 03 750-002971 HE5549 4x 0C-3 SONET, MM

Based on this display, you can confirm you are working on an M35 router, with a single FPC
(only one FPC is supported on an MS5), equipped with a four-port Fast Ethernet PIC and a four-
port OC-3 SONET PIC. It is worth noting that this router, as with all MS5s, M10s, M160s, and
M40e platforms, is IP II equipped. Because the IP II is needed for various enhanced functions,
such as firewalls and VPNs, the absence of an IP Il in any router making up your test bed is cer-
tainly worth noting. Similarly, you should take note of any service PICs available in your test
bed. For instance, noting what routers have a tunnel PIC installed can be real handy if you later
find yourself trying to decide on which pair of routers to use when a tunnel application is
thrown your way.

Next, let’s check the software versions on all the machines:

Tab@r2> show version
Hostname: r2

Model: m5

JUNOS base [4.4R1.5]
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JUNOS Kernel Software Suite [4.4R1.5]

JUNOS Routing Software Suite [4.4R1.5]

JUNOS Packet Forwarding Engine Support [4.4R1.5]
JUNOS Online Documentation Files [4.4R1.5]

While r2 is probably free from rust, it is running a rather old version of JUNOS software.
Candidates taking the JNCIP exam are expected to know how to perform command line-based
FTP transfers, and should be prepared to perform JUNOS software upgrades (or downgrades)
using jinstall, jbundle, and individual jbundle components such as a jroute package,
when called for. In this sample scenario, all routers must be running some form of 5.x release,
so it looks like r2 is in line for some new bits pretty quickly.

Upgrading or downgrading an M-series router between 4.x and 5.x releases requires the use of
a jinstall package due to the resulting change from a.out to ELF binaries; use of a jinstall
package will affect both the system binaries and the JUNOS software components. Within a 4.x
or 5.x release, the operator should use either a jbundle or individual j-package for upgrade or
downgrade. Attempting to upgrade or downgrade between 4.x and 5.x releases using a jbundle
package will result in wasted time, as the install script will abort without making any modifica-
tions to the system being upgraded or downgraded.

Since r2 is running a 4.x release, we know that we need to locate a 5.x related jinstall on
the FTP server. The following capture illustrates typical FTP session commands and the actual
file transfer. The capture begins by showing the initial FTP login:

Tab@r2> ftp 10.0.200.2

Connected to 10.0.200.2.

220-cert-1ab NcFTPd Server (free personal license) ready.
220-Warning!!!

220-This is a restricted computer system.

220-

220-ALL ACTIONS ARE LOGGED!

220

Name (10.0.200.2:1ab): T1ab

331 User lab okay, need password.

Password:

230-You are user #1 of 3 simultaneous users allowed.
230-

230-Welcome to the FTP site.

230 Restricted user Togged in.

Remote system type is UNIX.

Using binary mode to transfer files.
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Now that we are logged into the FTP server, let’s see what packages are available by obtain-
ing a file listing:

ftp> 1s
200 PORT command successful.
150 Opening ASCII mode data connection for /bin/1s.

-rw-r--r-- 1 ftpuser ftpusers 19538662 Apr 2 04:23 4.1R1.5-domestic.1s120.tgz
-rw-r--r-- 1 ftpuser ftpusers 19512433 Apr 2 04:23 4.1R1.5-domestic.pcmll0.tgz
-rw-r--r-- 1 ftpuser ftpusers 433758 Apr 2 04:23 jbase-4.0B3-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 7927224 Apr 2 04:23 jbundle-3.4R3.2.tgz
-rw-r--r-- 1 ftpuser ftpusers 6530202 Apr 2 04:23 jbundle-4.0R4.tgz

-rw-r--r-- 1 ftpuser ftpusers 7774361 Apr 2 04:23 jbundle-4.1R1.5.tgz
-rw-r--r-- 1 ftpuser ftpusers 8687924 Apr 2 04:23 jbundle-4.2R2.4-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 9187867 Apr 2 04:23 jbundle-4.3R1.4-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 9202130 Apr 2 04:23 jbundle-4.3R2-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 9208526 Apr 2 04:23 jbundle-4.3R3-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 9871826 Apr 2 04:23 jbundle-4.4Bl.2-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 10094406 Apr 2 04:23 jbundle-4.4R1.5-domestic.tgz
-rw-r--r-- 1 ftpuser ftpusers 6530202 Apr 2 04:23 jbundle-4_OR4.tgz

-rw-r--r-- 1 ftpuser ftpusers 24217723 Apr 2 04:23 jbundle-5.2R2.3-

domestic-signed.tgz

-rw-r--r-- 1 ftpuser ftpusers 19685721 Apr 2 04:23 jinstall-4.4R1.5-
domestic.tgz

-rw-r--r-- 1 ftpuser ftpusers 21543210 Apr 2 04:23 jinstall-5.2R2.3-
domestic.tgz

-rw-r--r-- 1 ftpuser ftpusers 21530984 Apr 2 04:23 jinstall-5.0Bl.2-
domestic.tgz

226 Listing completed.

In this example, there are many packages from which to choose, but it has already been
determined that a 5.x version of jinstall package is needed to satisfy the requirements of this
example. In this case, the operator takes the “easy” way out by using the globbing character (*)
in conjunction with the mget FTP transfer option, which results in a prompt for the transfer of
each matching file:

ftp> mget jinstall®

mget jinstall-4.4R1.5-domestic.tgz? n
mget jinstall-5.2R2.3-domestic.tgz? y
200 PORT command successful.

150 Opening BINARY mode data connection for jinstall-5.2R2.3-domestic.tgz
(21543210 bytes)
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226 Transfer completed.
21543210 bytes received in 22.07 seconds (953.15 Kbytes/s)
ftp>quit

Now that the correct 5.x jinstall package has been transferred to r2, the operator instructs
the router to load the new software and to automatically reboot so that the new code is put into
effect:

Tab@r2> request system software add jinstall-5.2R2.3-domestic.tgz reboot
Installing package '/var/home/lab/jinstall-5.2R2.3-domestic.tgz'

WARNING: This package will Toad JUNOS 5.2R2.3 software.

WARNING: It will save JUNOS configuration files, log files, and SSH keys
WARNING: (if configured), but erase all other files and information
WARNING: stored on this machine. This is the pre-installation stage
WARNING: and all the software is Toaded when you reboot the system.

Saving the config files ...

NOTICE: uncommitted changes have been saved in /var/db/config/juniper.conf.pre-
install

After the two reboots associated with jinstall package installation, r2 comes back up and
the new code installation is confirmed:

Tab@r2 show version

Hostname: r2

Model: m5

JUNOS Base 0S boot [5.2R2.3]

JUNOS Base 0OS Software Suite [5.2R2.3]

JUNOS Kernel Software Suite [5.2R2.3]

JUNOS Routing Software Suite [5.2R2.3]

JUNOS Packet Forwarding Engine Support [5.2R2.3]
JUNOS Crypto Software Suite [5.2R2.3]

JUNOS Online Documentation [5.2R2.3]
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Task 7: Configure Chassis Alarms and
Redundancy

Some M-series routers support Routing Engine (RE) and system control board redundancy
options. You should be familiar with the configuration and operation of the various redun-
dancy features available on the M20, M160, M40e, and T640 platforms, and you should be
familiar with the ways in which various problems can be mapped to system alarm states. An
example system alarm and redundancy scenario might consist of the following requirements:

= Configure the router to generate a yellow alarm when the fxp0 interface goes down.

=  Set REO to be the primary, and configure RE failover in the event of routing daemon failure.
You may assume that the configuration files have already been mirrored on the two REs for
this task.

=  Ensure that failure of router flash will not affect the operation of your initial configuration.

Configure alarms Alarms are configured at the [edit chassis alarms] configuration hier-
archy. The following command is used to configure a yellow alarm upon detection of an fxp0
link down event:

[edit chassis alarm]
Tab@r2# set management-ethernet Tink-down yellow

Configure redundancy System redundancy is configured at the [edit chassis redundancy]
configuration hierarchy. The following commands are used to explicitly configure REO as the
primary RE, which is the default, and to evoke a switchover to RE1 in the event of routing daemon
(rpd) failure. The following commands were issued on a M20 router, because the M5 platform
does not support RE redundancy:

[edit]
Tab@m20# set chassis redundancy routing-engine 0 master

[edit]
Tab@m20# set system processes routing failover other-routing-engine

Perform a system snapshot To ensure that a failure of the router’s flash will not cause the loss
of your initial system configuration, you must perform a system snapshot to mirror the contents
of the router’s flash onto the router’s hard drive:

Tab@rl> request system snapshot
umount: /altroot: not currently mounted
Copying / to /altroot.. (this may take a few minutes)
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umount: /altconfig: not currently mounted
Copying /config to /altconfig.. (this may take a few minutes)

The following filesystems were archived: / /config

Resulting alarms and redundancy configuration The configuration stanzas that resulted from
the tasks in this example are shown next:

[edit]
Tab@sanjose# show system processes
routing failover other-routing-engine;

[edit]
Tab@sanjose# show chassis redundancy
routing-engine 0 master;

[edit]
Tab@sanjose# show chassis alarm
management-ethernet {

Tink-down yellow;

Your Initial System Configuration

After performing the configuration tasks outlined in this chapter, you have a configuration that
resembles the complete router configuration example shown in Listing 1.4. If you have not
already done so, you will now need to replicate the common portions of this configuration in
all of the routers that make up your test bed so that this baseline functionality is available
throughout your entire network before proceeding to the next chapter. The highlighted redun-
dancy options shown in this example are supported only on the M20, M40e, M160, and T640
platforms.

Listing 1.4: r1's Initial Configuration
[edit]
Tab@rl# show | no-more
system {
host-name rl;
time-zone America/Los_Angeles;
authentication-order [ radius password ];
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root-authentication {
encrypted-password "$1$3j5nxWQ9r$p6XQ9eKqpgsGe51DYySGI/"; # SECRET-DATA

ssh-rsa "1024 65537
14507521839282798432482521835023055326381401663452058669080886491465544700784392
81114055822376198290722320666268020211763429857348456378696103199986915461962494
35479692894437417780898017483440313841107367122670080439972894195679320796753410
731222833899141869327583231170906047985814682544941905107416839803283 root"; #
SECRET-DATA

}
radius-server {
10.0.1.102 secret "$9%.fQnEhrevL"; # SECRET-DATA
}
Togin {
class ops {
jdle-timeout 5;
permissions network;
allow-commands "show interfaces";
deny-commands "traceroute|telnet|ssh";
}
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$nNISN$070GTEhEF5s0cgjS9pOLT0"; # SECRET-DATA

}

user ops {
uid 2002;
class ops;
authentication {
encrypted-password "$1$SgJQQ$VYXXLPf9/TMOnb2ohWx0J."; # SECRET-DATA

}

user proctor {
uid 2001;
class superuser;

}

services {
ssh;
telnet;



36 Chapter 1 - Initial Configuration and Platform Troubleshooting

syslog {
user * {
any emergency;
}
file messages {
any notice;
}
file auth {
authorization info;
archive size 5m files 5;

}
processes {

routing failover other-routing-engine;

}

ntp {
authentication-key 101 type md5 value "$9$fQ39SykKM87"; # SECRET-DATA
server 10.0.200.2 key 101;
trusted-key 101;

}
chassis {

redundancy {
routing-engine 0 master;

}

alarm {
management-ethernet {
Tink-down yellow;

}

interfaces {
fxp0 {
unit 0 {
family inet {
address 10.0.1.1/24;



Your Initial System Configuration

snmp {
interface fxp0.0;
community test {
clients {
10.0.200.2/32;

}
trap-group interface {
categories Tink;
targets {
10.0.200.2;

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

37

The Case for Cut and Paste on the Exam

Time is a critical factor in the JNCIP examination, and any technique that can save time is well
worth deploying during the lab. Deciding when a configuration is common enough to warrant
pasting into the remaining routers is a decision that has to be made by each individual, and
should be based on factors such as your familiarity with using Toad (merge|override)
terminal, and the potential time savings that are expected. Cut and paste is a double-edged
sword, and as with any such tool, you can cause serious problems by using it incorrectly in an
effort to save time. For example, forgetting to change a lo0 address can result in duplicate
router IDs (RIDs) in a subsequent OSPF scenario, and this type of problem can be very difficult
to diagnose in the heat of battle. Generally speaking, it is advisable to paste configurations (or
particular stanzas) into a text editor such as Word Pad, where you can easily edit the variables
to suit the router that you plan to paste the configuration into.
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Using Cut and Paste

The following commands illustrate how an edited version of the previous configuration can be
pasted into r2. In this example, the only fields that required modification between the various

routers are the hostname and fxp0 addressing:

root@host> configure
Entering configuration mode

[edit]

Tab@host# load override terminal

[Type "D to end 1input]

<select paste in emulation program>

system {
host-name r2;
time-zone America/Los_Angeles;
authentication-order [ radius password ];

route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}

} <carriage return>
<control d>

Toad complete

[edit]

Tab@host# commit and-quit
commit complete

Exiting configuration mode

Tab@r2>

In the previous capture, operator input that is not echoed back is displayed in italics with “< >
delimiters. The first such occurrence is when the user selects Paste from their terminal emulation
program after entering the Toad override terminal command. At the end of the capture, the
operator enters a single carriage return to place a new line after the last curly brace, and then
terminates the paste operation with the Ctrl+d key sequence (per the instructions provided at the

£
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beginning of the terminal paste operation). Because no errors are reported, the paste operation
appears to have been successful. You now commit the new configuration, which results in the
router’s hostname becoming r2, as highlighted.

Pasting Individual Stanzas or Stanza Components

Using load override is pretty straightforward, but there are many instances when the wholesale
replacement of the entire router configuration is not desired. It is also possible to paste in com-
plete stanzas, or components from a particular stanza, though this can be a bit tricky. The fol-
lowing example shows the cut and paste of just the routing-options stanza. We start on r2
where we display the contents of its routing-options stanza:

[edit]
Tab@r2# show routing-options
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

— 1
1

The contents of the stanza, which is highlighted, are then selected and copied into your emu-
lation program’s capture buffer. To paste this snippet into rl, we use Toad merge terminal,
and must be careful to include the configuration hierarchy routing-options before perform-
ing the paste operation so the router knows where to put the information that is pasted. In this
example, we first delete the existing routing-options stanza on rl to demonstrate that the paste
was successful:

[edit]
root@rl# delete routing-options

[edit]
root@rl# show routing-options

[edit]
root@rl# load merge terminal
[Type ~D to end input]
routing-options static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}

}-<carriage return>
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<control-d>
Toad complete

[edit]
root@rl# show routing-options
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

The procedure is similar when the goal is to paste a portion of a stanza, such as an individual
static route. In this example, a static route to 1.1.1.1 has been added to r2, and this route will
be pasted into ri:

[edit]
Tab@r2# show routing-options
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;
}
route 1.1.1.1/32 discard;

After copying the 1.1.1.1 static route into the capture buffer, it is pasted into rl using the
following commands. Note that the operator has correctly specified the destination of the
pasted data by manually entering routing-options static before performing the paste:

[edit]

root@rl# load merge terminal

[Type "D to end input]

routing-options static route 1.1.1.1/32 discard;
/<carriage return>

<control-d>

Toad complete

[edit]
root@rl# show routing-options
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static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
route 1.1.1.1/32 discard;

Summary

This chapter provided configuration and operational mode examples for a variety of initial system
configuration scenarios that are similar to the type of tasks that will confront a JNCIP candidate.

At this stage, you should have a good idea of what types of configuration tasks will confront you

as you begin your JNCIP examination, and you should now be comfortable with terminal server

use and OoB management network establishment; creating user accounts and permissions; con-
figuring SNMP, NTP, chassis alarms, system redundancy, and syslog; and general software main-
tenance procedures.
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Case Study: Initial System Configuration

This section presents a list of initial system-configuration tasks that resemble the examples dem-
onstrated throughout this chapter. For each configuration task, the relevant portions of a typ-
ical router configuration are shown and described. The complete configuration from one of the
routers is provided at the end, to illustrate a known good solution for the configuration require-
ments provided in the case study.

Configuration Requirements

To complete this case study, you must configure all seven routers in your test bed to comply with
the following criteria. It should take approximately 45 minutes to complete your configuration,
and you should start with a factory-fresh JUNOS software install. A reasonable approximation of
such an install will result if you load and commit the skeleton configuration found at the following
location on routers running a 5.x JUNOS software version: /packages/mnt/jbase/sbin/
install/default-juniper.conf.

Whether you opt to flash your routers, or load the skeleton configuration file, your starting
configuration should be similar to the following:

root@rl# show
system {
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;

= Assign each router a hostname of the form rn, where n is a router number in the range of
1 through 7 inclusive.

=  Configure the fxp0 network according to Figure 1.1, and ensure that you and the proctor
station will have telnet access to all seven routers using the OoB management network.

*  Modify the syslog parameters to log all interactive CLI commands to a file called rn-c11,
where n is equal to the router number. Configure the CLI log to permit four archived copies
that will be no larger than 128K, and ensure that CLI-related logging is also sent to
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10.0.200.2, which is providing a remote syslog service. All other syslog parameters should
be left at their default setting.

= Create user accounts and permissions based on Table 1.2.

TABLE 1.2 Case Study User Accounts

User/Password Permissions Notes

Tab superuser Telnet, SSH version 2 only with password, and console
root superuser Console only
noc View only Telnet, SSH version 2 only with password, and console

=  Ensure that all users are first authenticated through RADIUS, and that the local password

database is not automatically consulted should the RADIUS server become unreachable.
The RADIUS secret is juniper.

*  Allow SNMP access from all IP addresses, but only allow SNMP request over the fxp0
interface. Use a community value of public for read-only access and private for read/
write access. Send only version 1 authentication—related traps to the SNMP server.

= Configure all routers as broadcast NTP clients, and authenticate all messages using MDS35,
key ID 200, and key value juniper. Ensure that manual clock synchronization steps are
not required. For this example, the N'TP service is provided by 10.0.1.102.

=  Ensure that all routers display the correct value for local time. You should assume that you
are testing in Sunnyvale, California.

= Without using DNS, ensure that you can ping the proctor workstation using the name
proctor.

= Configure the router to ignore management interface link status and enable the auxiliary
console port for vt100 terminals.

Configuration Examples

Each of the case study requirements will now be echoed back along with the configuration com-
mands that would typically be used to correctly meet the operational criteria. Due to the innate
flexibility of JUNOS software, multiple solutions to the case study requirements will normally
exist; for example, the operator could opt to deploy configuration groups for common config-
uration elements such as the RADIUS server and authentication order. The examples shown

next attempt to show the most common and straightforward solutions to the configuration
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tasks. An example of configuration group usage to support RADIUS will be provided to dem-

onstrate this flexibility and, indirectly, to demonstrate why a JNCIP candidate is graded on

results and not on their particular configuration approach.

= Assign each router a hostname of the form rn, where n is a router number in the range of
1 through 7 inclusive:

[edit]

root@host# set system host-name r2
[edit]

root@host# show system host-name
host-name r2;

=  Configure the fxp0 network according to Figure 1.1, and ensure that you and the proctor
station will have telnet access to all seven routers using the OoB management network:

[edit]
root@r2# set system services telnet

[edit interfaces]
root@r2# set fxp0 unit 0 family inet address 10.0.1.2/24

[edit routing-options]
root@r2# set static route 10.0.200.0/24 next-hop 10.0.1.102 no-readvertise

The resulting OoB-related configuration is now as follows:

[edit]
root@r2# show system services
telnet;

[edit]
root@r2# show interfaces fxp0
unit 0 {
family inet {
address 10.0.1.2/24;

}

root@r2# show routing-options
static {
route 10.0.200.0/24 {
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next-hop 10.0.1.102;
no-readvertise;

= Modify the syslog parameters to log all interactive CLI commands to a file called rn-c11,
where n is the router number. Configure the CLI log to permit four archived copies that will
be no larger than 128K, and ensure that CLI-related logging is also sent to 10.0.200.2,
which is providing a remote syslog service. All other syslog parameters must be left at their
default setting:

[edit system syslog]
root@r2# set file r2-cli interactive-commands any

[edit system syslog]
root@r2# set file r2-cli archive files 4

[edit system syslog]
Tab@rl# set host 10.0.200.2 interactive-commands any

The modified syslog parameters are now displayed:

[edit system syslog]

Tab@rl# show

user * {
any emergency;

}

host 10.0.200.2 {
interactive-commands any;

1

file messages {
any notice;
authorization info;

}

file r2-cli {
interactive-commands any;
archive files 4;

1

= Create user accounts and permissions based on Table 1.3.
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TABLE 1.3 Case Study User Accounts

User/pass permissions Notes

Tab superuser Telnet, SSH version 2 only with password, and console
root superuser Console only

noc View only Telnet, SSH version 2 only with password, and console

The commands used to correctly configure and display user account and permission settings
are shown in Listing 1.5.
Listing 1.5: User Account Configuration
[edit system]
root@r2# set root-authentication plain-text-password
New password:
Retype new password:

[edit system login]
root@r2# set user lab class superuser

root@r2# set user lab authentication plain-text-password
New password:
Retype new password:

[edit system login]
root@r2# set class noc permissions view

[edit system login]
root@r2# set user noc class noc

[edit system login]

root@r2# set user noc authentication plain-text-password
New password:

Retype new password:

[edit]
root@rl# set system services ssh protocol-version v2

[edit]
Tab@r2# set system services ssh root-login deny
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[edit]
Tab@r2# show system services

ssh {

root-login deny;

protocol-version v2;

}

telnet;

[edit]
root@r2# show system root-authentication
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedSTruOk/"; # SECRET-DATA

[edit]
root@r2# show system login
class noc {

permissions view;
}
user lab {

class superuser;

authentication {

encrypted-password "$1$L6ZKKWYISGXEI/7YzXes2IXDcHIvz7/"; # SECRET-DATA

}

user noc {
class noc;
authentication {
encrypted-password "$1$75Sb1leVg$R8.1ZMCAMAOTdEeS2svvd0"; # SECRET-DATA

By default, all users except root can log in via console, telnet, or SSH. The root user can log
in by using either the console or SSH by default, so to meet the criteria for this case study you
must disable root’s ability to log in using SSH. The correct SSH version must also be set in this
example, because the default JUNOS software behavior will support SSH versions 1 and 2.

*  Ensure that all users are first authenticated through RADIUS, and that the local password
database is not automatically consulted should the RADIUS server become unreachable.
The RADIUS secret is juniper.

[edit system]
root@r2# set authentication-order radius
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[edit system]
root@r2# set radius-server 10.0.200.2 secret juniper

The resulting system authentication configuration is now displayed:

[edit system]
root@r2# show radius-server
10.0.200.2 secret "$9%$-UbYoDi.z39]G39ApREdbs"; # SECRET-DATA

[edit system]
root@r2# show authentication-order
authentication-order radius;

By omitting the password option from the system’s authentication order statement, you
ensure that the local password database is not automatically consulted when the RADIUS server
becomes unreachable, which results in the operator being prompted for a local password in the
event of RADIUS connectivity problems.

Configuration Groups

As previously mentioned, JUNOS software is extremely flexible, and this flexibility can translate
to the ability to satisfy a configuration requirement using what can appear to be orthogonal
approaches. Configuration groups provide excellent proof of this concept in that they allow
common elements of a configuration to be specified at the [edit groups] configuration hierarchy.
Once configured, these groups can then be applied to the appropriate level of the system’s con-
figuration to affect the inheritance of group-related configuration. You can override this group
inheritance through explicit configuration where needed. For example, consider the following
configuration group called authentication, which will result in the required RADIUS and
authentication order behavior when applied as shown:

[edit]
Tab@rl# show groups
authentication {
system {
authentication-order radius;
radius-server {
10.0.1.201 secret "$939ftBtOIyIMNdsEcds24DjCtu"; # SECRET-DATA
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[edit]
Tab@rl# set system apply-groups authentication

To confirm the correct application of a configuration group, you should pipe configuration output
through the inheritance filter as shown here:

[edit]
Tab@rl# show system | match radius

[edit]

Tab@rl# show system | display inheritance | match radius
## 'radius' was inherited from group 'authentication'
authentication-order radius;

radius-server {

You should practice with the effects of configuration group usage before deciding to deploy the
technique on a live examination. Some candidates have been burned by failing to completely
anticipate the effects of configuration group usage. For example, the inadvertent configuration
(and operation) of an IGP on your fxp0 OoB management interface (which is never a good idea)
can easily result when a configuration group is used to add protocol families to your interfaces
in conjunction with a command such as set protocol 1isis interface all.

= Allow SNMP access from all IP addresses, but only allow SNMP request over the fxp0
interface. Use a community value of pub1ic for read-only access and private for read/
write access. Send only version 1 authentication—related traps to the SNMP server:

[edit snmp]
root@r2# set interface fxp0

[edit snmp]
root@r2# set community public

[edit snmp]
root@r2# set trap-group foo categories authentication

[edit snmp]
root@r2# set trap-group foo targets 10.0.200.2

[edit snmp]
root@r2# set community private authorization read-write
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The resulting configuration changes are now confirmed:

[edit snmp]
root@r2# show
interface fxp0.0;
community public;
community private {
authorization read-write;
}
trap-group foo {
version vl;
categories authentication;
targets {
10.0.200.2;

By including interface fxp0, you disallow access from all other interfaces. The lack of a
client statement results in the default of access being allowed from all clients. The default for
SNMP traps is to send both version 1 and version 2, so version 1 traps must be specified.
= Configure your routers as broadcast NTP clients, and authenticate all messages using

MDS, key ID 200, key value juniper. Ensure that manual clock synchronization steps are

not required. For this example, you may assume that the NTP service is provided by
10.0.1.102:

[edit system ntp]
root@r2# set authentication-key 200 type md5 value juniper

[edit system ntp]
root@r2# set trusted-key 200

[edit system ntp]
root@r2# set broadcast-client

[edit system ntp]
root@r2# set boot-server 10.0.1.102
Once again, the changes to the configuration are confirmed:

[edit system ntp]
root@r2# show
boot-server 10.0.1.102;
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authentication-key 200 type md5 value "$9$KoAWX-YgJHqfVwqfTzCAVWL"; # SECRET-DATA
broadcast-client;
trusted-key 200;

Because manual synchronization is not permitted in this example, you must include the
boot-server statement to allow initial clock synchronization at boot. You must also configure
your router as a broadcast client to tell it to listen to NTP broadcasts. If all goes according to
plan, you should have NTP associations like the following example on all your routers after
they are rebooted; it should be noted that the server type (t) is now set to broadcast (b):

root@rl> show ntp associations
remote refid st t when poll reach delay offset jitter

*10.0.1.102 LOCAL(1) 11 b - 64 377 0.000 39.204 1.045

*  Ensure that all routers display the correct value for local time. You should assume that you
are testing in Sunnyvale, California:

[edit system]
root@r2# set time-zone America/Los_Angeles

There is no CLI option for America/Sunnyvale, but Los Angeles and the San Francisco Bay
Area are both on Pacific Time so this does the trick.

*  Without using DNS, ensure that you can ping the proctor workstation using the name
proctor.

You must configure a static host mapping to accomplish this task because DNS services are
not available in this example:

[edit system]
Tab@r2# set static-host-mapping proctor inet 10.0.200.1

= Configure the router to ignore management interface link status and enable the auxiliary
console port for vt100 terminals.

[edit chassis alarm]
Tab@r2# set management-ethernet 1link-down <ignore

[edit system ports]
Tab@r2# set auxiliary type vt1l00

The Completed Case Study Configuration

The configuration of r2 is shown in Listing 1.6. This configuration satisfies all case study
requirements.
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Listing 1.6: Case Study Configuration for r2
[edit]
Tab@r2# show | no-more
version 5.2R2.3;
system {
host-name r2;
time-zone America/Los_Angeles;
authentication-order radius;
ports {
auxiliary type vt100;
}
root-authentication {
encrypted-password "$1$RTyGDGYGS$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.200.2 secret "$9%-UbYoDi.z39JG39ApREdbs"; # SECRET-DATA
}
Togin {
class noc {
permissions view;
}
user lab {
uid 2000;
class superuser;
authentication {

encrypted-password "$1$L6ZKKWYI$SGXEI/7YzXes2IXDcHIvz7/"; #
SECRET-DATA

}

}

user noc {
uid 2001;
class noc;

authentication {

encrypted-password "$1$Z5Sb1eVg$R8.iZMCAMAOTdEeS2svvd0"; #
SECRET-DATA

}
static-host-mapping {
proctor inet 10.0.200.1;



services {
ssh {
root-login deny;
protocol-version v2;
}
telnet;
}
syslog {
user * {
any emergency;
}
host 10.0.200.2 {
interactive-commands any;

}
file messages {
any notice;
authorization info;
}

file r2-cli {
interactive-commands any;
archive files 4;

}
ntp {
boot-server 10.0.1.102;

authentication-key 200 type md5 value "$9$KoAWX-YgIHqfVwqfTzCAVWL"; #

SECRET-DATA

}

broadcast-client;
trusted-key 200;

chassis {

}

alarm {
management-ethernet {
Tink-down ignore;

interfaces {

fxp0 {
unit 0 {
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family inet {
address 10.0.1.2/24;

}

snmp {
interface fxp0.0;
community public;
community private {
authorization read-write;

}
trap-group foo {
version vl;
categories authentication;
targets {
10.0.200.2;
}
}

}
routing-options {
static {
route 10.0.200.0/24 next-hop 10.0.1.102;

You should now ensure that the remaining routers in your test bed have a similar initial system
configuration. The use of cut and paste using Toad override terminal is recommended as a
time-saving technique. You should attempt to validate as much of your initial configuration as
possible using the techniques demonstrated in this chapter because “silly” mistakes such as fat-
fingering the IP address associated with the proctor subnet are hard to spot when simply view-
ing the router’s configuration.
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Spot the Issues: Review Questions

1. Will the following login class provide superuser privileges while preventing the user’s ability to
enter the configuration mode?
[edit system login]
Tab@tl# show class test
permissions all;
deny-commands "“config$";

2. Will this syslog configuration alter the default size of the messages file?
[edit system syslog]
Tab@tl# show
archive size 10m files 5;
user * {
any emergency;
}
file messages {
any notice;
authorization info;
archive size 128m files 10;
}
file rl-cli {
interactive-commands any;
archive files 5;

3.  You must ensure that your router’s cold start trap is sent to a non—directly attached SNMP
server. What command is needed?

4. Your router is not synchronizing with the NTP server after a reboot. What could be wrong with
this NTP configuration? (You may assume that the secret is correctly configured.)
Tab@t1l# show system ntp
boot-server 10.0.1.201;
authentication-key 10 type md5 value "$9$2XoJDn6AIEy"; # SECRET-DATA
server 10.0.1.201 key 10 version 3; # SECRET-DATA
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5.  How can you configure an M-series router to source all SNMP trap messages from its lo0 inter-
face without affecting the source addresses of other traffic?

[edit]
Tab@r4# show snmp
community public {
clients {
0.0.0.0/0 restrict;
10.0.1.102/32;

}
trap-options {
source-address 100;
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Spot the Issues: Answers

1. No. The deny-commands regular expression incorrectly matches on the exact sequence
config, which is not a valid command. A user in this class would still be able to use the
configure command. The correct regular expression would be “configures.

2. Yes. The global syslog archive parameters have been set to retain five 10MB files, and the oper-
ator’s attempt at returning the messages file archive settings to the default setting of ten 128KB
files has failed due to incorrect use of the Mega (m) suffix.

3.  You will need to use the backup-router statement with the correct gateway address. The
backup-router is used while the system is booting, and in the event that the routing daemon
cannot be started.

4. The NTP configuration is missing the trusted-key definition. Without a list of trusted keys, the
router will not use, or accept, key-id 10 in NTP messages.

5.  You must use the source-address option at the [edit snmp trap-options] hierarchy when
configuring SNMP. Use of default-address-selection at the [edit system] hierarchy
affects all locally generated packets, not just SNMP.
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This chapter exposes the reader to a variety of JNCIP-level interface
configuration scenarios while also describing common verification

techniques that can be used to confirm proper interface operation.

M-series router interface configuration typically requires the setting of interface properties at
both the physical and logical levels. Physical interface properties normally relate to media-specific
criteria such as framing, CRC length, and device MTU, while logical properties relate to specific
protocol families, logical units, and protocol-specific options such as IPv4 addresses or the pro-
tocol family’s MTU.

Because specific interface technologies are normally isolated to a subset of the routers that
make up your JNCIP test bed, this chapter provides interface configuration examples based on
arbitrary router pairs as appropriate. The chapter ends with a large case study that involves the
configuration and testing of all router interfaces that make up the sample JNCIP topology.

Loopback Interfaces

We begin our guided tour of interface configuration by assigning the correct IP address to the
loopback (100) interfaces on your routers. The loopback interface is important because it is the
default source of your router ID (RID), and is often used for IBGP peering. Because 100 is a vir-
tual interface, it represents the most stable IP address on your router.

It should be noted that while Juniper Networks routers permit the configuration of multiple
IP addresses on a single logical unit, the router’s loopback interface can only support a single
logical unit, and this logical unit must use the default value of 0. Further, M-series routers can
only support a single loopback interface instance, and this instance must be identified as 0. The
100 interface will not support multipoint connectivity so you must be sure to assign a netmask
that indicates a full 32 or 128 bits of host address, based on the use of IPv4 or IPv6, respectively.

ITE default mask of /32 (a host address). This is ideal for loopback interfaces, but
will resultin commit errors on Ethernet interfaces, because these interfaces are
inherently multipoint in nature and therefore will not support the attachment of
a single-host device.

%’ Omitting the netmask when assigning a version 4 IP address will result in a
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Table 2.1 provides the loopback addressing information for r3 and r4:

TABLE 2.1 Loopback Addressing for r3 and r4

Router lo0 Address
r3 10.0.3.3/32
ra 10.0.3.4/32

Configuring Your 100 Interface

The 100 interface does not require any physical device configuration because it is a virtual
device. The following commands correctly assign a /32-bit host address to logical unit 0 of the
router’s loopback interface based on the contents of Table 2.1:

[edit interfaces]
Tab@r3# set 100 unit 0 family inet address 10.0.3.3

[edit interfaces]
Tab@r3# show 100
unit 0 {
family inet {
address 10.0.3.3/32;

Verify Your lo0 Interface Configuration

After you commit your lo0 configuration, you should be able to ping the router’s loopback
address. You can also use a show interfaces command to verify its status:

Tab@r3> ping 10.0.3.3

PING 10.0.3.3 (10.0.3.3): 56 data bytes

64 bytes from 10.0.3.3: icmp_seq=0 tt1=255 time=8.148 ms
~C

--- 10.0.3.3 ping statistics ---

1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/stddev = 8.148/8.148/8.148/0.000 ms
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Tab@r3> show interfaces 100

Physical interface: 100, Enabled, Physical Tink is Up
Interface index: 4, SNMP ifIndex: 7
Type: Loopback, MTU: Unlimited

Device flags : Present Running Loopback
Interface flags: SNMP-Traps
Link flags : None

Input packets : 2
Output packets: 2

Logical interface 100.0 (Index 3) (SNMP ifIndex 28)
Flags: SNMP-Traps Encapsulation: Unspecified
Protocol inet, MTU: Unlimited, Flags: None

Addresses, Flags: Is-Default Is-Primary
Local: 10.0.3.3

In this screen capture, you can see that the one and only address assigned to the lo0 interface
is, by definition, both the preferred and primary addresses for the interface. The preferred address
is used to source a packet when multiple addresses belonging to the same logical IP subnet (LIS)
have been assigned, and the destination address of the packet identifies it as belonging to that
particular subnet. In contrast, the primary address is used to source a packet when a particular
interface is used for packet egress, but the destination address of the packet does not identify it
as belonging to any of the subnets assigned to that particular interface. This situation is often
the case when sending multicast or global broadcast packets (using address 255.255.255.255)
because these types of addresses are not associated with any particular subnet or interface
address assignments.

Because the primary address of the lo0 interface is used as the RID, you may need to manually
configure a particular address to be the primary one in situations where you assign multiple
addresses to a router’s 100 interface.

The following captures illustrate this point by assigning a second address to r3’s lo0 interface:

[edit interfaces 100]
Tab@r3# set unit 0 family inet address 200.0.0.1

[edit interfaces 100]
Tab@r3# show
unit 0 {
family inet {
address 10.0.3.3/32;
address 200.0.0.1/32;
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Tab@r3> show interfaces 100

Physical interface: 100, Enabled, Physical link 1is Up
Interface index: 4, SNMP ifIndex: 7
Type: Loopback, MTU: Unlimited

Device flags : Present Running Loopback
Interface flags: SNMP-Traps
Link flags : None

Input packets : 2
Output packets: 2

Logical interface 100.0 (Index 3) (SNMP ifIndex 28)
Flags: SNMP-Traps Encapsulation: Unspecified
Protocol inet, MTU: Unlimited, Flags: None

Addresses, Flags: Is-Default Is-Primary
Local: 10.0.3.3

Addresses
Local: 200.0.0.1

After committing, the results shown previously indicate that the lowest IP address on a partic-
ular logical unit is chosen as the primary address for that logical interface. If we assume that you
wanted r3’s RID to be 200.0.0.1, then you will need to manually configure the 200.0.0.1 address
as the primary address on the 100 interface. To set an address as primary, use the primary
argument when assigning the address:

[edit interfaces T100]
Tab@r3# set unit 0 family inet address 200.0.0.1/32 primary

[edit interfaces To0]
Tab@r3# commit
commit complete

[edit interfaces 100]

Tab@r3# run show interfaces 100

Physical interface: 100, Enabled, Physical Tink is Up
Interface index: 4, SNMP ifIndex: 7
Type: Loopback, MTU: Unlimited

Device flags : Present Running Loopback
Interface flags: SNMP-Traps
Link flags : None

Input packets : 2
Output packets: 2
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Logical interface 100.0 (Index 3) (SNMP ifIndex 28)
Flags: SNMP-Traps Encapsulation: Unspecified
Protocol inet, MTU: Unlimited, Flags: None

Addresses
Local: 10.0.3.3

Addresses, Flags: Primary Is-Default Is-Primary
Local: 200.0.0.1

2 Because the router’s 100 address is used as a router ID in protocols such as

ING OSPF and BGP, extra care should be taken when configuring your loopback
interface. Problems relating to duplicate RIDs can be quite difficult to isolate
and repair.

The 200.0.0.1 address should now be removed from your lo0 interface before proceeding, to
ensure that it does not cause problems with subsequent lab activities.

Because JUNOS software permits multiple addresses on a single logical unit, care should be
taken when correcting addressing mistakes; simply reassigning the correct address will normally
result in the interface having two addresses—one being good, and the other bad. To save time, you
might use the JUNOS software rename function to correct addressing mistakes. This saves you the
trouble of having to explicitly delete the incorrect address, thereby helping you avoid the pitfall
described previously. The following example shows how the rename command is used to reassign
the existing fe-0/1/2 interface address from 10.0.1.1/24 to a new value of 10.0.1.200/30:

[edit interfaces fe-0/1/2]
Tab@router# rename unit 0 family inet address 10.0.1.1/24 to address 10.0.1.200/30
[edit interfaces fe-0/1/2]
Tab@router# show
unit 0 {
family inet {
address 10.0.1.200/30;

POS Interfaces

With the correct loopback addressing in r3 and r4, we can now move on to common configu-
ration requirements and testing techniques for Packet Over SONET (POS) interfaces. Figure 2.1
details the specifics of the POS interfaces connecting r3 and r4.
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FIGURE 2.1 POS interface connecting r3 and r4

r3 r4
@so-w/o so-0/1/0@
172.16.0.3/32 192.168.0.4/32

Physical Properties for POS Interfaces

The physical device properties of a POS interface determine its clocking, framing, CRC length,
link-level encapsulation, and various other SONET parameters. A typical POS interface config-
uration could involve one or more of the following physical device criteria, which we will use
in our example:

= 32-bit FCS (CRC)

*  Payload scrambling enabled

=  MTU of 4474 bytes

*  SDH framing, path trace set to "IJNCIP test bed"

* Internal timing

= Cisco HDLC encapsulation with 5-second keepalives

*  Hold setting of 20 milliseconds

The following capture shows some of the default parameters for a POS interface on an M-series
router. Based on this display, it is clear that additional device configuration will be needed to meet
all of the criteria listed previously.

[edit interfaces so0-0/2/0]

Tab@r3# run show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical 1link is Up
Interface index: 16, SNMP ifIndex: 19
Link-Tevel type: PPP, MTU: 4474, Clocking: Internal, SONET mode, Speed: 0C3,
Loopback: None, FCS: 16, Payload scrambler: Enabled

Device flags : Present Running

Interface flags: Point-To-Point SNMP-Traps
Link flags : Keepalives

Input rate : 0 bps (0 pps)

Output rate : 0 bps (0 pps)

SONET alarms : None

SONET defects : None

This capture indicates that the default encapsulation of PPP (Point-to-Point Protocol) will
need to be changed, as will the default 16-bit FCS (CRC) length and SONET framing mode.
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Configuring POS Interface Physical Properties

The following commands configure the physical properties of r3’s s0-0/2/0 POS interface in
accordance with the criteria listed previously:

[edit interfaces so-0/2/0]
Tab@r3# set sonet-options fcs 32

[edit interfaces so0-0/2/0]
Tab@r3# set sonet-options path-trace "INCIP test bed"

[edit interfaces so0-0/2/0]
Tab@r3# set hold-time up 20

[edit interfaces so0-0/2/0]
Tab@r3# set hold-time down 20

[edit interfaces so0-0/2/0]
Tab@r3# set encapsulation cisco-hdlc

[edit interfaces so0-0/2/0]
Tab@r3# set keepalives interval 5

This configuration, combined with the interface’s default parameters, achieves all of the
required configuration parameters with the exception of the need for SDH framing. Though
rather unintuitive, the framing mode used for all the ports associated with a given SONET PIC
is configured at the [edit chassis] hierarchy, as shown next:

[edit]
Tab@r3# set chassis fpc 0 pic 2 framing sdh

The completed physical configuration of r3’s so-0/2/0 POS interface is shown next:

[edit]
lab@r3# show interfaces so-0/2/0
keepalives interval 5;
hold-time up 20 down 20;
encapsulation cisco-hdlc;
sonet-options {

fcs 32;

path-trace "INCIP test bed';

[edit]



Tab@r3# show chassis fpc 0

pic 2 {
framing sdh;
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The results of a show interfaces extensive for r3’s so-0/2/0 interface is displayed next.
The following capture has been edited for brevity:

Tab@r3> show interfaces so-0/2/0 extensive
Physical interface: so-0/2/0, Enabled, Physical 1link is Up
Interface index: 16, SNMP ifIndex: 19, Generation: 19
Link-Tevel type: Cisco-HDLC, MTU: 4474, Clocking: Internal, SDH mode,
Speed: 0C3, Loopback: None, FCS: 32, Payload scrambler: Enabled

Device flags
Interface flags:
Link flags

: Present Running

Point-To-Point SNMP-Traps

: Keepalives

Hold-times

: Up 20 ms, Down 20 ms

Statistics last cleared: Never

Traffic statistics:

Input errors:
Output errors:

SONET alarms
SONET defects
SONET PHY:
PLL Lock
PHY Light
SONET section:

SONET Tine:

SONET path:

: None
: None
Seconds Count
0 0
0 0
0
0

Received SDH overhead:

Transmitted SDH overhead:

Received path trace:

State
OK
OK

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00




68 Chapter 2 - Interface Configuration and Testing

Transmitted path trace: INCIP test bed

4a 4e 43 49 45 20 74 65 73 74 20 62 65 64 00 00  INCIP test bed..
HDLC configuration:

Policing bucket: Disabled

Shaping bucket : Disabled

Giant threshold: 4486, Runt threshold: 5

According to current JUNOS software documentation, the interface hold time

ITE can range from 0 (the default) to 65,535 milliseconds, with the configured value
being rounded up to the nearest whole second. Therefore, any hold-time set-
ting between 1 and 1000 inclusive should produce the same 1-second interface
transition hold-down.

The lack of the correct value for the received path trace value in the previous capture indicates
that r4’s so-0/1/0 POS interface has not been configured with compatible SONET framing. By
default, path trace information should contain the router’s host and transmitting interface name
but instead r3 is showing null values for the received path trace. After configuring r4’s so-0/1/0
interface with identical parameters to those of r3, the received path trace displays the expected
value:

[edit]

Tab@r3# run show interfaces so-0/2/0 extensive | match "path trace"
Received path trace: INCIP test bed
Transmitted path trace: INCIP test bed

Logical Properties of POS Interfaces

With the POS interface’s physical properties correctly set, it is time to move on to configuring
the interface’s logical properties. Logical interface properties will normally involve the creation
of logical units, the assignment of protocol families to these logical units, and the configuration of
parameters associated with each particular protocol family as needed.

Configuring POS Interface Logical Properties

Typical configuration criteria for the logical properties of a POS interface might take the fol-
lowing form:

*  Logical unit 0
= IPv4 family, MTU = 1600 bytes
»  Address assignment based on Table 2.2
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TABLE 2.2 POS Addressing for r3 and r4

Router POS Interface Address
r3 172.16.0.3/32
r4 192.168.0.4/32

The only tricky part to this configuration assignment is the use of 32-bit host addresses on
each end of the POS link, which creates two independent IP subnets that in turn require the use
of the destination keyword to explicitly specify the address of the remote device. This is
required in order to accommodate the proper routing of packets across the point-to-point link.
The following commands correctly configure the logical properties of r3’s POS interface:

[edit interfaces so0-0/2/0 unit 0 family inet]
Tab@r3# set mtu 1600

[edit interfaces so0-0/2/0 unit 0 family inet]
Tab@r3# set address 172.16.0.3 destination 192.168.0.4

[edit interfaces so0-0/2/0 unit 0 family inet]
Tab@r3# show
mtu 1600;
address 172.16.0.3/32 {
destination 192.168.0.4;

1

Verifying POS Interface Operation

When r4’s POS interface is correctly configured, you should be able to conduct ping testing to
verify IP forwarding across the POS link. We begin our interface verification by confirming the
POS interface is up at both the administrative and logical levels using the following command:

Tab@r3> show interfaces so-* terse

Interface Admin Link Proto Local Remote
so0-0/2/0 up up

s0-0/2/0.0 up up inet 172.16.0.3 --> 192.168.0.4
so-0/2/1 up down

so-0/2/2 up down

The resulting display indicates that r3’s so-0/2/0 interface is administratively enabled, and
that it is operational at the logical link layer, which in this example indicates that cisco-hd1c
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keepalives are being exchanged across the link. The presence of a configured logical unit on the
POS interface also allows us to verify the correct setting of the keepalive timers:

Tab@r3> show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical Tink 1is Up
Interface index: 16, SNMP ifIndex: 19
Link-Tevel type: Cisco-HDLC, MTU: 4474, Clocking: Internal, SDH mode,
Speed: 0C3, Loopback: None, FCS: 32, Payload scrambler: Enabled

Device flags : Present Running
Interface flags: Point-To-Point SNMP-Traps
Link flags : Keepalives

Keepalive settings: Interval 5 seconds, Up-count 1, Down-count 3
Keepalive: Input: 1 (00:00:00 ago), Output: O (never)

Input rate : 88 bps (0 pps)

Output rate : 0 bps (0 pps)

SONET alarms : None

SONET defects : None

Logical interface s0-0/2/0.0 (Index 4) (SNMP ifIndex 29)
Flags: Point-To-Point SNMP-Traps Encapsulation: Cisco-HDLC
Protocol inet, MTU: 1600, Flags: None

Addresses, Flags: Is-Preferred Is-Primary
Destination: 192.168.0.4, Local: 172.16.0.3

We now conduct a ping test to verify proper packet routing between r3 and r4:

Tab@r3> ping 192.168.0.4 size 1540

PING 192.168.0.4 (192.168.0.4): 1540 data bytes

1548 bytes from 192.168.0.4: icmp_seq=0 tt1=255 time=2.548 ms
1548 bytes from 192.168.0.4: icmp_seq=1 tt1=255 time=2.435 ms
~C

---192.168.0.4 ping statistics ---

2 packets transmitted, 2 packets received, 0% packet loss
round-trip min/avg/max/stddev = 2.435/2.492/2.548/0.056 ms

Things look very good so far. Now for a flood ping stress test evoked with the rapid option:

Tab@r3> ping rapid count 200 192.168.0.4 size 1540
PING 192.168.0.4 (192.168.0.4): 1540 data bytes
RN RN R R R RN R RN R R RN R R RN R RN RN RN RN RN RN RN RN N RN NN RN RN RN RN RN

--- 192.168.0.4 ping statistics ---
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200 packets transmitted, 200 packets received, 0% packet Toss
round-trip min/avg/max/stddev = 2.266/2.355/9.730/0.613 m

Based on these results, it would seem that congratulations on the successful configuration of
a cisco-hd1c encapsulated POS interface are in order! In the next section, we will explore the
remaining encapsulation options that are available for POS interfaces.

Encapsulation Options for POS Interfaces

A POS interface can be configured to operate with either the Cisco version of HDLC, Frame
Relay, or PPP-based encapsulation. The use of cisco-hd1c (as illustrated in the previous section)
is generally considered to be the most straightforward encapsulation approach because it supports
very little in the way of configurable options. This section details common configuration require-
ments and testing techniques for Frame Relay and PPP encapsulations.

Configuring Frame Relay

The configuration of Frame Relay encapsulation requires the configuration of the frame-relay
encapsulation type and the assignment of one or more DLClIs. In some cases, you may also have
to modify the default data terminal equipment (DTE) line appearance and make modifications to
the PVC management protocol parameters, depending on the network particulars that you need
to accommodate. The PVC management protocol is often referred to as the Local Management
Interface (LMI).

Running Frame Relay devices back-to-back requires that special attention be paid to the
device type and keepalive settings because the default Frame Relay parameters will cause back-
to-back connections to be declared down due to LMI keepalive malfunctions caused by the pair-
ing of two Frame Relay DTEs. Also, the DLCI value must be the same at both ends of a back-
to-back connection, because there will be no Frame Relay switch present to provide DLCI trans-
lation functions.

Typical Frame Relay configuration tasks are listed next. For simplicity, the same addressing
and POS parameters used in the previous Cisco HDLC example will be retained in this example:

= Use DLCI 100
»  Use the ITU Annex A version of PVC management protocol (LMI)
»  Keepalive parameters:

= DTE poll interval 5 seconds, full status every poll

= Set a line up/down threshold of 2/3 events

Though not explicitly specified in the task listing, the requirement that keepalives be enabled
forces you to configure one or both of the routers to operate as a Frame Relay DCE (data com-
munications equipment) because pairing two DTEs will force you to disable PVC management
protocol-based keepalives.
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) Two DCE devices would be paired to create a network-to-network interface
TE (NNI) with bi-directional keepalives enabled by the inclusion of the keepalives
keyword at the physical-device level.

This example begins by demonstrating the problems encountered with back-to-back Frame
Relay DTE, and then moves on to show how these problems can be resolved by configuring one
end of the link as a DCE. Because most of the keepalive parameters are dependent upon a device’s
status as either a DTE or DCE, the keepalive parameters will be configured after demonstrating
the problems with DTE-DTE connections.

We begin r3’s Frame Relay configuration by deleting the keepalive settings previously con-
figured under keepalives. Frame Relay encapsulation has a unique set of LMI parameters that
provide keepalive functionality:

[edit interfaces so-0/2/0]
Tab@r3# delete keepalives

And now the initial Frame Relay configuration is performed:

[edit interfaces so-0/2/0]
Tab@r3# set encapsulation frame-relay

[edit interfaces so-0/2/0]
Tab@r3# set Tmi Imi-type itu

[edit interfaces so-0/2/0]
Tlab@r3# set unit 0 dlci 100

The results of these commands are highlighted next; it is assumed that you have issued the
same set of commands and DLCI assignment of 100 on r4’s so-0/1/0 interface:

[edit interfaces so0-0/2/0]
Tab@r3# show
hold-time up 20 down 20;
encapsulation frame-relay;
Imi {

Tmi-type itu;

}
sonet-options {
fcs 32;
path-trace "INCIP test bed";

}
unit 0 {
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dlci 100;
family inet {
mtu 1600;
address 172.16.0.3/32 {
destination 192.168.0.4;

In this example, we have assigned DLCI 100 to the interface’s existing logical unit 0. You
could have renamed or reassigned the logical unit to match the DLCI value, but a specific value
for the logical unit is not a requirement in this example. The results of this basic Frame Relay
configuration leave much to be desired, as the following captures demonstrate:

4 Although many operators prefer to make interface unit numbers match the

P associated virtual connection identifiers, the unit 0 approach taken here has
certain advantages, and is perfectly legal when an interface supports a single
connection identifier and therefore requires only one logical unit. The use of
non-zero unit numbers can cause problems if the operator forgets to explicitly
include the correct unit number when placing the interface into a protocol such
as OSPF or IS-IS. The use of unit 0 provides some relief in these cases, as the
omission of a unit number will cause the default value of 0 to be assumed.

[edit interfaces so-0/2/0]
Tab@r3# run show interfaces terse | match so-0/2/0

Interface Admin Link Proto Local Remote
so-0/2/0 up down
s0-0/2/0.0 up down inet 172.16.0.3 --> 192.168.0.4

It would seem that our Frame Relay link is down. The following command provides additional
information about the cause of the problem:

[edit interfaces so0-0/2/0]

Tab@r3# run show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical link is Up
Interface index: 16, SNMP ifIndex: 19
Link-Tevel type: Frame-Relay, MTU: 4474, Clocking: Internal, SDH mode,
Speed: 0C3, Loopback: None, FCS: 32, Payload scrambler: Enabled

Device flags : Present Running
Interface flags: Link-Layer-Down Point-To-Point SNMP-Traps
Link flags : Keepalives DTE

ITU LMI settings: n391ldte 6, n392dte 3, n393dte 4, t391dte 10 seconds
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LMI: Input: 20 (00:00:00 ago), Output: 20 (00:00:02 ago)
Input rate : 0 bps (0 pps)

Output rate : 0 bps (0 pps)

SONET alarms : None

SONET defects : None

Logical interface s0-0/2/0.0 (Index 4) (SNMP ifIndex 29)
Flags: Device-Down Point-To-Point SNMP-Traps Encapsulation: FR-NLPID
Input packets : 57
Output packets: 46
Protocol inet, MTU: 1600, Flags: None
Addresses, Flags: Dest-route-down Is-Preferred Is-Primary
Destination: 192.168.0.4, Local: 172.16.0.3
DLCI 100
Flags: Active
Total down time: O sec, Last down: Never
Traffic statistics:
Input packets: 57
Output packets: 46

Besides getting additional confirmation that the line is down, the show interfaces com-
mand provides a clue as to the nature of the problem. The LMI: portion of the display clearly
indicates that LMI messages are being sent (Output) and received (Input), but despite this fact
the line protocol remains down. A situation like this provides a strong indication that some type
of incompatibility is causing the LMI messages to be ignored, because bit errors resulting from
device malfunctions or device-level configuration mistakes would simply result in the discard of
the corrupted messages causing the input/output counters to remain frozen. Before leaving this
capture, take note of the default values for the LMI timers. To meet the requirements of this
example, we will need to modify some of these timer values. The use of monitor traffic
(tcpdump) will often provide you with important clues when you encounter interface problems.
The following capture illustrates how traffic monitoring can be used in this example:

[edit interfaces so-0/2/0]
lab@r3# run monitor traffic interface so-0/2/0
Listening on so-0/2/0

16:36:33.972435 1In Call Ref: 75, MSG Type: 95 LOCK-SHIFT-5
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 175, RX Seq: 49
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16:36:35.883477 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 145, RX Seq: 10

16:36:45.283870 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 146, RX Seq: 10

16:36:45.672869 1In Call Ref: 75, MSG Type: 95 LOCK-SHIFT-5
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 176, RX Seq: 49

~C

5 packets received by filter

0 packets dropped by kernel

These results indicate that both ends are generating status enquiries (message type 75), and
that neither end is receiving a status message (message type 7D), which makes perfect sense
when one recalls that the Frame Relay DCE device generates status messages in response to the
receipt of a DTE-generated status enquiry. Also of interest in this capture is the fact that we have
uncovered a configuration error on r4. The LMI messages sent from r4 are using the ANSI
Annex D version of LMI, as indicated by the locking code-shift to national code set #5, which
is not used in the ITU Q.933 Annex A version of the protocol. Because this example requires the
use of ITU Annex A, we should consider ourselves lucky for catching this while there is still time
for corrective action.

Now that we know the back-to-back pairing of Frame Relay DTEs has caused our problem,
we can easily resolve the issue by configuring one of the routers as a DCE. In this case, we con-
figure r4 as a DCE with the following commands (the incorrect LMI type is also corrected at
this time):

[edit interfaces so-0/1/0]
Tab@r4# set dce

[edit interfaces so-0/1/0]
Tab@r4# set Tmi Imi-type itu

After committing these changes, we once again monitor the LMI exchanges between r3 and r4:

[edit interfaces so-0/2/0]
Tab@r3# run monitor traffic interface so-0/2/0
Listening on so-0/2/0
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16:44:42.704152 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 195, RX Seq: 13

16:44:42.704771 1In Call Ref: 7d, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 14, RX Seq: 195

16:44:51.204457 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 196, RX Seq: 14

16:44:51.205068 1In Call Ref: 7d, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 15, RX Seq: 196

16:45:02.604939 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 197, RX Seq: 15

16:45:02.605571 1In Call Ref: 7d, MSG Type: 51 ITU LMI
IE: 01 Len: 1, LINK VERIFY
IE: 03 Len: 2, TX Seq: 16, RX Seq: 197

16:45:12.105339 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, FULL STATUS
IE: 03 Len: 2, TX Seq: 198, RX Seq: 16

16:45:12.105965 In Call Ref: 7d, MSG Type: 51 ITU LMI
TIE: 01 Len: 1, FULL STATUS
IE: 03 Len: 2, TX Seq: 17, RX Seq: 198
IE: 57 Len: 3, DLCI 100: status Active

~C
8 packets received by filter
0 packets dropped by kernel

The above results indicate the correct operation of the Frame Relay LMI protocol, as both
link verify (keepalive) and DLCI status messages are being exchanged between r3 and r4. It is
interesting to note that these results indicate that the LMI protocol is operating with the default
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settings of a 10-second poll interval with a full status exchange occurring every six polls (or once
a minute). These parameters must now be adjusted to comply with the configuration require-
ments of this example. We begin by configuring the DTE device (r3) with the correct LMI
parameters using the following commands:

[edit interfaces so0-0/2/0]
Tab@r3# set Tmi t391dte 5

[edit interfaces so0-0/2/0]
Tab@r3# set Tmi n391dte 1

[edit interfaces so0-0/2/0]
Tab@r3# set Tmi n392dte 2

[edit interfaces so0-0/2/0]
Tab@r3# set Tmi n393dte 3

The resulting configuration tells r3 to generate polls every five seconds (£391), to request full
status with every poll (n391), and that it should consider the link down if two errors occur in any
three monitored events (n392/n393). The resulting Frame Relay configuration for r3, our DTE,
is shown next, with newly configured parameters highlighted:

Tab@r3# show
hold-time up 20 down 20;
encapsulation frame-relay;

Imi {

n391dte 1;

n392dte 2;
n393dte 3;

t391dte 5;

Tmi-type itu;

1
sonet-options {
fcs 32;
path-trace "INCIP test bed';
}
unit 0 {
dlci 100;
family inet {
mtu 1600;
address 172.16.0.3/32 {
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destination 192.168.0.4;

You must now enter the following commands on r4, which is functioning as the Frame
Relay DCE:

[edit interfaces so-0/1/0]
lab@r4# set Tmi n392dce 2

[edit interfaces so-0/1/0]
Tab@r4# set Tmi n393dce 3

) The DCE maintains a poll expectation timer, T392, which must be set higher
TE than the DTE's T391 poll timer for reliable operation. If these two values are set
to the same value, the result will likely be a line that oscillates between the up
and down states at periodic intervals. Since the default value for T392 is 15
seconds, it will require modification only when the DTE’s T391 timer is set to
a value greater than the default setting of 10.

The resulting DCE configuration from r4, with Frame Relay-related portions highlighted, is
shown next:

[edit interfaces so-0/1/0]
Tab@r4# show

dce;

hold-time up 20 down 20;
encapsulation frame-relay;

Imi_{

n392dce 2;

n393dce 3;

Tmi-type itu;

1
sonet-options {

fcs 32;

path-trace "INCIP test bed';
}
unit 0 {

dlci 100;

family inet {

mtu 1600;
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address 192.168.0.4/32 {
destination 172.16.0.3;

Verify Frame Relay

Once the configuration of both routers is complete, you can verify proper operation with ping
testing. To confirm the settings of the LMI protocol, you can show the interface’s parameters,
or monitor the protocol’s operation with monitor traffic asshown in the following examples:

lab@r3> show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical 1link is Up
Interface index: 16, SNMP ifIndex: 19
Link-Tevel type: Frame-Relay, MTU: 4474, Clocking: Internal, SDH mode,
Speed: 0C3, Loopback: None, FCS: 32, Payload scrambler: Enabled

Device flags : Present Running
Interface flags: Point-To-Point SNMP-Traps
Link flags : Keepalives DTE

ITU LMI settings: n391dte 1, n392dte 2, n393dte 3, t391dte 5 seconds
ILMI: Input: 322 (00:00:03 ago), Output: 324 (00:00:03 ago)

Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)
SONET alarms : None

SONET defects : None

Logical interface s0-0/2/0.0 (Index 4) (SNMP ifIndex 29)
Flags: Point-To-Point SNMP-Traps Encapsulation: FR-NLPID
Input packets : 59
Output packets: 48
Protocol inet, MTU: 1600, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 192.168.0.4, Local: 172.16.0.3
DLCI 100
Flags: Active
Total down time: O sec, Last down: Never
Traffic statistics:
Input packets: 59
Output packets: 48
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The results of a show interfaces are as expected. The link is up and the counters indicate
the transmission and reception of LMI-related messages. We now monitor traffic to confirm the
specifics of LMI protocol operation:

Tab@r3> monitor traffic interface so-0/2/0

Listening on so-0/2/0

17:16:17.584353 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, FULL STATUS
IE: 03 Len: 2, TX Seq: 154, RX Seq: 227

17:16:17.584972 1In Call Ref: 7d, MSG Type: 51 ITU LMI
IE: 01 Len: 1, FULL STATUS
IE: 03 Len: 2, TX Seq: 228, RX Seq: 154
IE: 57 Len: 3, DLCI 100: status Active

17:16:21.384512 Out Call Ref: 75, MSG Type: 51 ITU LMI
IE: 01 Len: 1, FULL STATUS
IE: 03 Len: 2, TX Seq: 155, RX Seq: 228

17:16:21.385131 1In Call Ref: 7d, MSG Type: 51 ITU LMI
IE: 01 Len: 1, FULL STATUS
IE: 03 Len: 2, TX Seq: 229, RX Seq: 155
IE: 57 Len: 3, DLCI 100: status Active

Very nice! The time stamps and message contents indicate that we now have full status
exchanges with every poll, and that polls are occurring every five seconds. This behavior dem-
onstrates that, based on the requirements given for this configuration example, we have cor-
rectly configured a POS interface with Frame Relay encapsulation.

Point-to-Multipoint Frame Relay Connections

The previous Frame Relay examples have demonstrated point-to-point connection types. You
should also be able to configure point-to-multipoint connections to create a non-broadcast
multi-access (NMBA) topology as needed. Inverse ARP (IN-ARP) is often deployed on multi-
point connections to eliminate the need for the manual mapping of local DLCI values to remote
IP addresses. As of this writing, JUNOS software does not offer full IN-ARP support for Frame
Relay or ATM interfaces. While an M-series router can be configured to respond to IN-ARP
requests (as might be sent from another vendor’s router), the Juniper Networks router cannot
generate IN-ARP requests. As a result, you will need to manually configure all DLCI to remote
IP address mappings when configuring multipoint connections with JUNOS software. IN-ARP
response support can be configured on non—Juniper Networks equipment to eliminate the need
for static mappings as desired.

The following example is based on the topology shown in Figure 2.2. Here, rl is connected
through a Frame Relay network to r2 and r3 using its so-0/0/0 interface. All routers in this
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example have been configured with a common IP subnet of 10.0.1/24, which represents the
WAN cloud.

FIGURE 2.2 Multipoint Frame Relay connections

r1 _- 2 10.0.1.2/24

DLCI200 [ _ - -~
—— ' Frame Network
s0-0/0/0_ _ _ A
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The following commands correctly configure r1 for this multipoint, NMBA application. Use
of the muTtipoint keyword to support this application is worth noting:

[edit interfaces so-0/0/0]
Tab@rl# set encapsulation frame-relay

Tab@rl# set unit 0 multipoint

[edit interfaces so-0/0/0]
Tab@rl# set unit 0 family inet address 10.0.1.1/24

[edit interfaces s0-0/0/0 unit 0 family inet address 10.0.1.1/24]
Tab@rl# set multipoint-destination 10.0.1.2 dlci 200

[edit interfaces so0-0/0/0 unit 0 family inet address 10.0.1.1/24]
Tab@rl# set multipoint-destination 10.0.1.3 dlci 300

[edit interfaces so0-0/0/0 unit O family inet address 10.0.1.1/24]
Tab@rl# up 3

[edit interfaces so0-0/0/0]
Tab@rl# show
encapsulation frame-relay;
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unit 0 {
multipoint;
family inet {
address 10.0.1.1/24 {
multipoint-destination 10.0.1.2 dlci 200;
multipoint-destination 10.0.1.3 dlci 300;

The key aspects of this multipoint configuration are the inclusion of the multipoint keyword
and the static DLCI to IP mappings configured as arguments to the multipoint-destination
keyword. If the remote routers (r3 and r2) have been configured for dynamic address mappings
(IN-ARP support), then you must also include support for IN-ARP replies on rl as shown in the
following:

[edit interfaces so0-0/0/0]
Tab@rl# set unit 0 inverse-arp

[edit interfaces so0-0/0/0]
Tab@rl# show
encapsulation frame-relay;
unit 0 {

multipoint;

inverse-arp;
family inet {
address 10.0.1.1/24 {
multipoint-destination 10.0.1.2 dlci 200;
multipoint-destination 10.0.1.3 dlci 300;

Configuring PPP

JUNOS software supports PPP encapsulation on POS interfaces, but does not support many of
the enhanced capabilities of PPP because of the lack of support for switched connections and the
limited protocol support needed by a core IP router. The support of a limited subset of the PPP’s
capabilities makes the configuration of PPP relatively easy on an M-series router. Figure 2.3
shows the sample topology that will be used to demonstrate PPP configuration and interface
verification.
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FIGURE 2.3 PPPtopology
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Because r3 and r4 share a common /30 subnet in this example, the destination keyword
is not needed for proper routing across the point-to-point link. The following commands delete
the existing interface configuration and correctly configure r3’s so-0/2/0 interface for basic PPP
operation:

[edit interfaces so-0/2/0]
Tab@r3# delete
Delete everything under this level? [yes,no] (no) yes

[edit interfaces so-0/2/0]
Tab@r3# set unit 0 family inet address 192.168.0.5/30

Tab@r3# show
unit 0 {
family inet {
address 192.168.0.5/30;

Because PPP is by nature a point-to-point protocol, only one logical unit can be configured
for a PPP-encapsulated interface and this logical unit must be unit 0. Also, because PPP encap-
sulation is the default encapsulation for POS interfaces, there is no need to explicitly configure
the interface’s encapsulation when basic PPP functionality is required.

Verifying PPP

The PPP transitions through various states before the interface becomes operational at the net-
work layer (dead, link up, authentication, LCP open, and ultimately network control protocol
[NCP] open for each configured protocol family). Configuration problems and incompatibilities
can result in the PPP becoming stuck in a particular state. Knowing how PPP progresses through
these various states and being able to determine that it is hung at a particular phase can greatly
simplify PPP troubleshooting.

PPP makes use of a Link Control Protocol (LCP) to provide keepalive and link-level negoti-
ation functions such as PPP address and control field compression. Generally speaking, prob-
lems with LCP establishment indicate hardware or transmission link problems, but can also be
caused by incompatible LCP settings between the devices that terminate the link. At the time of
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this writing, JUNOS software does not support the configuration of LCP-related options such
as address or control field compression, so the correction of any incompatibilities that arise will
require the modification of the non—Juniper Networks device’s settings.

Information on the state of the PPP can be obtained by viewing the interface, as shown next:

[edit interfaces so-0/2/0]

lab@r3# run show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical 1link is Up
Interface index: 16, SNMP ifIndex: 19

Link-Tevel type: PPP, MTU: 4474, Clocking: Internal, SDH mode, Speed: 0C3,
Loopback: None,

FCS: 16, Payload scrambler: Enabled

Device flags : Present Running
Interface flags: Point-To-Point SNMP-Traps
Link flags : Keepalives

Keepalive settings: Interval 10 seconds, Up-count 1, Down-count 3
Keepalive: Input: 97 (00:00:08 ago), Output: 97 (00:00:02 ago)
LCP state: Opened

NCP state: inet: Opened, inet6: Not-configured, iso: Not-configured, mpls:
Not-configured

Input rate : 40 bps (0 pps)
Output rate : 48 bps (0 pps)
SONET alarms : None

SONET defects : None

Logical interface s0-0/2/0.0 (Index 4) (SNMP ifIndex 29)
Flags: Point-To-Point SNMP-Traps Encapsulation: PPP
Protocol inet, MTU: 4470, Flags: None

Addresses, Flags: Is-Preferred Is-Primary
Destination: 192.168.0.4/30, Local: 192.168.0.5

From this display, you can see that the LCP has been correctly opened, and that it is exchang-
ing keepalives across the link. Furthermore, we can see that the IPv4 Control Protocol (IPCP)
connection has successfully entered the opened state, while the NCP connections for MPLS and
ISO have not been opened because these protocol families have not been configured on the log-
ical interface. The operation of PPP can also be verified through the use of traffic monitoring as
shown in the following example:

[edit interfaces so0-0/2/0]

Tab@r3# run monitor traffic interface so-0/2/0

Listening on so-0/2/0

11:10:12.830818 Out LCP echo request (type 0x09 1id 0x88 Tlen 0x0008)
11:10:12.831422 1In LCP echo reply (type Ox0a 1id 0x88 1len 0x0008)
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11:10:18.776802 1In LCP echo request (type 0x09 1id Ox7a 1len 0x0008)
11:10:18.776817 Out LCP echo reply (type Ox0a 1id Ox7a Ten 0x0008)
11:10:20.731145 Out LCP echo request (type 0x09 1id 0x89 Tlen 0x0008)
11:10:20.731749 1In LCP echo reply (type Ox0a 1id 0x89 Tlen 0x0008)
~C

6 packets received by filter
0 packets dropped by kernel

The resulting output shows that bidirectional keepalives are being sent, which confirms that
LCP is open and that the data link is capable of passing traffic. In the following capture, one end
of the link is deactivated while the results are monitored at r3:

[edit interfaces so-0/2/0]
lab@r3# run monitor traffic interface so-0/2/0
Listening on so-0/2/0

11:13:04.582841 1In LCP echo request (type 0x09 id Ox8b 1len 0x0008)
11:13:04.582849 Out LCP echo reply (type Ox0a 1id Ox8b Ten 0x0008)
11:13:12.648573 In IPCP terminate request (type 0x05 id Ox8c Ten 0x0004)
11:13:12.648649 Out IPCP terminate acknowledge  (type 0x06 id 0x8c len 0x0004)
11:13:12.692233 In LCP terminate request (type 0x05 1id 0x8d Ten 0x0004)
11:13:12.692246 Out LCP terminate acknowledge  (type 0x06 id 0x8d 1len 0x0004)
11:13:14.688520 Qut LCP confiqure request (type 0x01 1id Ox9a Ten 0x000a)

LCP OPTION: Magic number (type 0x05 Ten 0x06 val 0x3chdb0Oac)

Here you can see that r4 initiates the teardown of the IP control protocol, and then follows
up by tearing down the LCP session. After acknowledging r4’s request for IPCP and LCP ter-
mination, r3 then tries to reestablish the link by generating LCP configure requests. The magic
number option is used to provide loopback detection, and cannot be disabled in JUNOS soft-
ware. LCP echoes will not be sent if keepalives are disabled with the no-keepalives option,
but the LCP will still be opened to facilitate the operation of the various NCPs needed to sup-
port the configured protocol families.

Using CHAP Authentication

Though PPP authentication using the Password Authentication Protocol (PAP) or Challenge
Handshake Authentication Protocol (CHAP) is normally associated with switched connections,
recent versions of JUNOS software include support for the CHAP authentication option. To
configure CHAP on a PPP interface, issue the following commands with the appropriate vari-
ables as needed for the specifics of your configuration:

[edit interfaces so0-0/2/0]
Tab@r3# set interfaces so-0/2/0 encapsulation ppp
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[edit interfaces so-0/2/0 ppp-options]

Tab@r3# set chap local-name r3 access-profile test

[edit interfaces so-0/2/0]

Tab@r3# top

Tab@r3# set access profile test client r4 chap-secret jni

The modified configuration is shown next with the CHAP and authentication-related options
highlighted. PPP encapsulation must be explicitly configured before the operator can commit a
configuration that makes use of ppp-options, even though PPP encapsulation is the default:

[edit]
Tab@r3# show interfaces so-0/2/0
encapsulation ppp;
ppp-options {
chap {

access-profile test;
local-name r3;

1
1
unit 0 {
family inet {
address 192.168.0.5/30;

Tab@r3# show access

profile test {
client r4 chap-secret "$9$a7GjqCAOBIc"; # SECRET-DATA

1

Because 4 has not yet been configured for CHAP authentication, we now have a link layer incom-
patibility that results in PPP getting stuck at the LCP open stage:

[edit]

Tab@r3# run show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical 1link is Up
Interface index: 16, SNMP ifIndex: 19

Link-Tevel type: PPP, MTU: 4474, Clocking: Internal, SDH mode, Speed: 0C3,
Loopback: None,

FCS: 16, Payload scrambler: Enabled
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: Present Running

flags: Point-To-Point SNMP-Traps

settings: Interval 10 seconds, Up-count 1, Down-count 3
Input: O (never), Output: 0 (never)

LCP

state: Conf-ack-sent

NCP

state: inet: Down, inet6: Not-configured, iso: Not-configured, mpls: Not-

configured

Input rate
Output rate
SONET alarms
SONET defects

: 104 bps (0 pps)
: 136 bps (0 pps)
: None
: None

Logical interface so-0/2/0.0 (Index 4) (SNMP ifIndex 29)
Flags: Hardware-Down Point-To-Point SNMP-Traps Encapsulation: PPP
Protocol inet, MTU: 4470, Flags: Protocol-Down

Addresses, Flags: Dest-route-down Is-Preferred Is-Primary

Destination:

192.168.0.4/30, Local: 192.168.0.5

Traffic monitoring on r3 provides useful clues in this case:

lab@r3# run monitor traffic interface so-0/2/0
Listening on so-0/2/0

11:52:25.730741 1In LCP configure request (type 0x01 1id 0x10 Ten 0x000a)
LCP OPTION: Magic number (type 0x05 Ten 0x06 val 0x3ch67f61)
11:52:25.730767 Out LCP configure acknowledge (type 0x02 1id 0x10 Ten 0x000a)
LCP OPTION: Magic number (type 0x05 Ten 0x06 val 0x3ch67f61)
11:52:28.738220 Out LCP configure request (type 0x01 1id 0x81 Tlen 0x000f)
LCP OPTION: Magic number (type 0x05 len 0x06 val Ox3cbda343)
LCP OPTION: Authentication protocol (type 0x03 Ten 0x05 val Oxc2 0x23 0x05 )
11:52:28.738844 1In LCP configure negative ack (type 0x03 1id 0x81 Ten 0x0009)
LCP OPTION: Authentication protocol (type 0x03 Ten 0x05 val Oxc2 0x23 0x05 )
~C

6 packets received by filter
0 packets dropped by kernel

Here you can clearly see that r4’s configure requests (In LCP) do not contain the authentica-
tion option. However, the LCP configure requests sent from r3 (Out LCP) indicate a desire to use
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authentication. Because r4 has not been configured for CHAP, it refuses the LCP configure
request received from r3, which results in a failure of the LCP open. After configuring r4 with
CHAP authentication and a compatible secret, the PPP once again operates correctly as shown
in the following:

1:58:56.975423 1In LCP configure request (type 0x01 1id 0x02 Ten 0x000f)
LCP OPTION: Magic number (type 0x05 Tlen 0x06 val Ox3cba6a6b)
LCP OPTION: Authentication protocol (type 0x03 Ten 0x05 val Oxc2 0x23 0x05 )
11:58:56.975502 Out LCP configure request (type Ox01 1id Ox46 Tlen 0x000f)
LCP OPTION: Magic number (type 0x05 Ten 0x06 val 0x3cc218cf)
LCP OPTION: Authentication protocol (type 0x03 Ten 0x05 val Oxc2 0x23 0x05 )
11:58:56.975514 Out LCP configure acknowledge (type 0x02 1id 0x02 Tlen 0x000f)
LCP OPTION: Magic number (type 0x05 Ten 0x06 val Ox3cba6a6b)
LCP OPTION: Authentication protocol (type 0x03 Ten 0x05 val Oxc2 0x23 0x05 )
11:58:56.976093 In LCP configure acknowledge (type 0x02 1id 0Ox46 1len 0x000f)
LCP OPTION: Magic number (type 0x05 Ten 0x06 val 0x3cc218cf)
LCP OPTION: Authentication protocol (type 0x03 Ten 0x05 val Oxc2 0x23 0x05 )

11:58:56.976322 1In 23 03 CHAP: Challenge,
Value=209b2a49005365580e3dac339d484b42, Name=r4

0103 0017 1020 9b2a 4900 5365 580e

11:58:56.977101 Out 23 03 CHAP: Challenge,
Value=6219ad3f7fa423050caefc3al783da02, Name=r3

0147 0017 1062 19ad 3f7f a423 050c

11:58:56.977335 Out 23 03 CHAP: Response,
Value=73d43645397ad22e0c4115765663b581, Name=r3

0203 0017 1073 d436 4539 7ad2 2e0lc

11:58:56.977864 1In 23 03 CHAP: Response,
Value=d966a3b7137c35ad5f8b37267737aea8, Name=r4

0247 0017 10d9 66a3 b713 7c35 ad5f
11:58:56.977985 Out 4 03 CHAP: Success

0347 0004
11:58:56.978073 Out IPCP configure request (type 0x01 1id Ox48 Ten 0x0004)
11:58:56.978099 1In 4 03 CHAP: Success

0303 0004
11:58:56.978114 1In IPCP configure request (type 0x01 id O0x04 1len 0x0004)

11:58:56.978145 Out IPCP configure acknowledge (type 0x02 id 0x04 1len 0x0004)
11:58:56.978699 1In IPCP configure acknowledge (type 0x02 1id 0x48 1len 0x0004)
11:59:00.654824 Out LCP echo request (type 0x09 1id 0x49 Tlen 0x0008)
11:59:00.655441 1In LCP echo reply (type Ox0a 1id 0x49 Tlen 0x0008)
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Summary of POS Interface Configuration

Packet over SONET (POS) interfaces can be configured to run point-to-point protocols such as
Cisco HDLC or PPP, and can operate with Frame Relay encapsulation for multipoint capabil-
ities. Care must be taken when configuring a back-to-back Frame Relay connection due to the
nature of the LMI keepalive mechanism and the need for a DTE-DCE line discipline on the data
link. By default, M-series routers will function as Frame Relay DTEs, so either keepalives have
to be disabled or one of the devices will need to be configured as a DCE.

Verification of a POS interface can be performed through ping testing, showing the interface,
or by monitoring the traffic on that interface.

ATM Interfaces

The configuration of ATM interfaces is similar to that of Frame Relay because they both sup-
port multipoint operation through the use of virtual circuit (VC)-based multiplexing. ATM
technology can be very complex, especially if the device supports switched VCs, multiple ATM
Adaptation Layer (AAL) types, voice/date integration, and traffic shaping. The good news is
that M-series routers currently support only Permanent Virtual Circuit (PVC) modes of ATM
operation, so there is no need to deal with ATM forum/Q2931 call establishment signaling.
Currently, there is support only for AALS Segmentation and Reassembly (SAR) functionality,
which is relatively straightforward when compared to other AAL options defined by ATM tech-
nology.

- Juniper Networks routers can support any AAL type when the interface is
ITE configured for cell relay mode. A discussion of this capability is beyond the
scope of this book.

ATM interfaces on M-series routers support point-to-point and multipoint connection types;
traffic shaping; Operations, Administration, and Management (OAM) keepalive; and the ATM
Forum’s Integrated Local Management Interface (ILMI) for IP address and network interface
registration. The following ATM configuration and verification examples are based on the
topology shown in Figure 2.4. Based on the back-to-back nature of this initial ATM topology,
the operator must be sure that the same VPI/VCI values are provisioned on both routers as
in the case of back-to-back Frame Relay connection. Unlike the Frame Relay protocol, with
ATM the use of the ILMI and link keepalives based on OAM cell exchanges are not affected
by the absence of an ATM switch that normally functions as the User-to-Network Interface
(UNI) DCE.
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FIGURE 2.4 ATM interface topology
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Physical Properties for ATM Interfaces

When implemented on a fiber optic—based SONET interface, the physical properties for an ATM
interface are virtually identical to those detailed in the “Physical Properties for POS Interfaces”
section earlier in this chapter. However, configuration at the physical-device level can include the
following ATM-specific options:

= Support for the ILMI protocol

*  Declaration of the maximum number of virtual circuits per virtual path (VP)

M-series routers also offer support for T3/E3-based ATM interfaces which, being copper-
based, offer a different set of physical configuration options, some of which are listed next:

=  Cell encapsulation mode (PLCP/Direct)

= CSU compatibility mode

= T3 C-bit parity

=  Frame checksum (16- or 32-bit)

*  Payload scrambling

*  Loopback, line build, out, and BERT testing properties

The default setting for cell encapsulation is to use the Physical Layer Convergence Protocol
(PLCP). Direct cell mapping is also supported, and is in fact required when the G.832 E3 line
coding option has been selected. For proper operation, both ends of the T3/E3 ATM link must
use the same cell-mapping approach.

This ATM interface configuration example will use the default physical device settings with
the following ATM-specific options:

= No ILMI (default)
= Allow for VCI assignment of 3.300

The following commands correctly configure the physical properties of our SONET-based
ATM interface:

[edit interfaces at-0/1/0]
Tab@r3# set atm-options vpi 3 maximum-vcs 301
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[edit interfaces at-0/1/0]
Tab@r3# show
atm-options {

vpi 3 maximum-vcs 301;

Because the ILMI protocol is disabled by default, the declaration of VP 3 and the maximum
numbers of VCs that can in turn be supported within this VP complete the ATM-related physical
device configuration. It may seem odd that the maximum VCI value specified in this example was
301 instead of the more intuitive setting of 300. This setting is needed because VClIs are zero
indexed, which technically makes VCI 300 the 301st VCl instance. The ATM SAR ASIC allocates
buffers based on the maximum number of VClIs supported in a specific virtual path, so you will
be unable to commit a configuration that specifies a VCI number that lies outside the value spec-
ified by the maximum-vcs.

After committing the configuration, the results of a show interfaces indicate that all is well
with the ATM physical layer settings on r3:

[edit interfaces at-0/1/0]

Tab@r3# run show interfaces at-0/1/0

Physical interface: at-0/1/0, Enabled, Physical link is Up
Interface index: 14, SNMP ifIndex: 12
Link-Tevel type: ATM-PVC, MTU: 4482, Clocking: Internal, SONET mode, Speed: 0C3,
Loopback: None, Payload scrambler: Enabled

Device flags : Present Running

Link flags : None
Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)
SONET alarms : None

SONET defects : None

Configuring ATM Interface Logical Properties

As with a Frame Relay interface, the logical properties for ATM interfaces will include the spec-
ification of a protocol family and its associated addressing, along with the binding of one or
more virtual circuit identifiers to logical units on the interface.

The criteria for the ATM logical properties configuration in this example are as follows:

*  Logical unit 200, VPI 3, and VCI 200

= IPv4 family, with the addressing shown earlier in Figure 2.4
*  NLPID encapsulation

*  Unspecified Bit Rate (UBR) with no traffic shaping
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support of a VCI 300 could be considered a “trick” in that it would be easy for
the candidate to incorrectly set the maximum-vci option to a value of 300 with little
chance of ever catching the 0-based indexing mistake. But genuine “experts”
should be familiar with this nonintuitive maximum VCI issue, having come
across the problem numerous times during their years of configuring ATM
interfaces in the field. If nothing else, this ATM configuration example should
stress the need for careful analysis of all tasks and operational requirements
presented in your scenario, as well as the need to seek clarification from your
exam proctor when you think a task may have hidden issues.

é/ Because the JNCIP candidate is only required to configure a VCI 200, requiring
P

The following commands correctly configure r3 for this scenario. Because UBR is the
default, no configuration is needed, or is in fact possible, for the UBR requirement posed in this
configuration example:

[edit]
Tab@r3# edit interfaces at-0/1/0 unit 200

[edit interfaces at-0/1/0 unit 200]
Tab@r3# set family inet address 192.168.0.5/30

[edit interfaces at-0/1/0 unit 200]
Tlab@r3# set vci 3.200

[edit interfaces at-0/1/0 unit 200]
Tab@r3# set encapsulation atm-nlpid

The interface configuration resulting from these commands is shown next:

[edit interfaces at-0/1/0]
Tab@r3# show
atm-options {
vpi 3 maximum-vcs 301;
}
unit 200 {
encapsulation atm-nlpid;
vci 3.200;
family inet {
address 192.168.0.5/30;
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) Omitting the VPI value when configuring the VCI will result in the default VPI
TE value of 0. Because this example calls for VPI 3, care must be taken to explicitly
configure the correct VPI value.

The default encapsulation for ATM VCs is LLC/SNAP, so NLPID-based encapsulation must
be configured at the logical unit/VCl level for compliance with this example’s requirements. The
default ATM connection type of point-to-point is a perfect match for this configuration example,
$0 no connection type modification is necessary.

Similar commands are entered on r4 to create the ATM interface configuration shown here:

[edit interfaces at-0/2/1]
Tab@r4# show
atm-options {
vpi 3 maximum-vcs 301;
}
unit 200 {
encapsulation atm-nlpid;
vci 3.200;
family inet {
address 192.168.0.6/30;

Verifying ATM Operation

With the point-to-point ATM configuration now committed in both r3 and r4, the operator
can verify proper operation by displaying the interface’s status or by conducting ping testing.
We begin our verification with an example of the former:

[edit interfaces at-0/1/0]

Tab@r3# run show interfaces terse at-0/1/0

Interface Admin Link Proto Local Remote
at-0/1/0 up up

at-0/1/0.200 up up inet 192.168.0.5/30

The terse display indicates that the interface is up both administratively and at the logical-link
layers, and confirms the use of logical unit 200 as required. The following command displays
additional details on the operational status of the ATM interface and confirms the correct NLPID
encapsulation:

[edit interfaces at-0/1/0]
Tab@r3# run show interfaces at-0/1/0
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Physical interface: at-0/1/0, Enabled, Physical 1link is Up
Interface index: 14, SNMP ifIndex: 12
Link-Tevel type: ATM-PVC, MTU: 4482, Clocking: Internal, SONET mode, Speed: 0C3,
Loopback: None, Payload scrambler: Enabled

Device flags : Present Running
Link flags : None

Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)
SONET alarms : None

SONET defects : None

Logical interface at-0/1/0.200 (Index 5) (SNMP ifIndex 30)
Flags: Point-To-Point SNMP-Traps Encapsulation: ATM-NLPID
Input packets : 0
Output packets: 0
Protocol inet, MTU: 4470, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 192.168.0.4/30, Local: 192.168.0.5
VCI 3.200
Flags: Active
Total down time: O sec, Last down: Never

Traffic statistics:
Input packets: 0
Output packets: 0

To verify the operation of the ATM VC, the operator now issues a conventional ping from
r3to ré4:

[edit interfaces at-0/1/0]

Tab@r3# run ping count 2 192.168.0.6

PING 192.168.0.6 (192.168.0.6): 56 data bytes

64 bytes from 192.168.0.6: icmp_seq=0 tt1=255 time=1.371 ms
64 bytes from 192.168.0.6: icmp_segq=1 tt1=255 time=1.204 ms

---192.168.0.6 ping statistics ---
2 packets transmitted, 2 packets received, 0% packet loss
round-trip min/avg/max/stddev = 1.204/1.288/1.371/0.083 ms

The operator can also verify the ATM circuit using the atm option to the ping command as
follows:

[edit interfaces at-0/1/0]
Tab@r3# run ping atm vci 3.200 segment interface at-0/1/0
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53 byte oam cell received on (vpi=3 vci=200): seg=1
53 byte oam cell received on (vpi=3 vci=200): seq=2
53 byte oam cell received on (vpi=3 vci=200): seqg=3

Based on these results, it would seem that all is good with your initial ATM interface
configuration!

P using the atm option, which generates OAM loopback cells (F5 level) at either
the VCl segment or end-to-end connection levels. These non-IP pings can help
isolate ATM and physical layer problems from those that relate to your IP layer
configuration. Because this example illustrates a back-to-back connection, you
will get the same result regardless of whether you evoke the command with the
segment or end-to-end switches. When a switch is present, the segment-level
ping will validate the ATM access link while the end-to-end level option will test
the end-to-end operation of the virtual channel connection (VCC). You can also
configure the background generation of OAM cells to verify link integrity using
the oam-period option under the desired VCI.

é/ When conventional IP-level pings fail on an ATM interface, you should consider

Monitoring ILMI Operation

While the ILMI protocol can be used to provide link integrity testing between the ATM device
and its attached switch, M-series routers only make use of the ILMI protocol for SNMP-related
get and puts that are used to exchange ATM interface and IP address information for the devices
that attach to a particular ATM access link. As with any command/response protocol, one can
gain valuable insight and troubleshooting clues from monitoring the status and operation of the
ILMI protocol.

ILMI is enabled on an ATM interface with the following command:

[edit interfaces at-0/1/0]
Tab@r3# set atm-options 1ilmi

In order to commit this configuration, you must ensure that you have enabled support for the
well-known 0.16 VPI/VCI value associated with the ILMI protocol at the physical-device level
with the following command:

Tab@r3# set atm-options vpi 0 maximum-vcs 17
The modified ATM configuration in r3 is shown next with the ILMI-related changes highlighted:

[edit interfaces at-0/1/0]
Tab@r3# show
atm-options {

vpi 3 maximum-vcs 201;
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vpi 0 maximum-vcs 17;

ilmi;

}
unit 200 {
encapsulation atm-nlpid;
vci 3.200;
family inet {
address 192.168.0.5/30;

After committing the ILMI change, the router creates a new logical unit that is associated
with the 0.16 VPI/VCI value used by ILMI. Information about ILMI protocol operation can
now be obtained by showing the interface:

Tab@r3# run show interfaces at-0/1/0
Physical interface: at-0/1/0, Enabled, Physical 1link is Up
Interface index: 14, SNMP ifIndex: 12

Link-Tevel type: ATM-PVC, MTU: 4482, Clocking: Internal, SONET mode, Speed:
0C3,

Loopback: None, Payload scrambler: Enabled

Device flags : Present Running
Link flags : None

Input rate : 0 bps (0 pps)
Output rate : 248 bps (0 pps)
SONET alarms : None

SONET defects : None

Logical interface at-0/1/0.200 (Index 4) (SNMP ifIndex 30)
Flags: Point-To-Point SNMP-Traps Encapsulation: ATM-NLPID
Input packets : 0
Output packets: 0
Protocol inet, MTU: 4470, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 192.168.0.4/30, Local: 192.168.0.5
VCI 3.200
Flags: Active
Total down time: O sec, Last down: Never
Traffic statistics:
Input packets: 0
Output packets: 0
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Logical interface at-0/1/0.32767 (Index 5) (SNMP ifIndex 31)
Flags: Point-To-Point SNMP-Traps Encapsulation: ATM-VCMUX
Input packets : 0
Output packets: 91
VCI 0.16
Flags: Active, ILMI
Total down time: 0 sec, Last down: Never
Traffic statistics:
Input packets: 0
Output packets: 91

The fact that ILMI packets are present only in one direction is a sure sign that the router is
having problems communicating to the local ATM switch, or as is the case in this example, the
presence of a device that has not been configured to support ILMI. After including ILMI sup-
port in r4’s configuration, we can display information gleaned from ILMI exchanges:

Tab@r3# run show ilmi all
Physical interface: at-0/1/0, VCI: 0.16
Peer IP address: 192.168.0.6, Peer interface name: at-0/2/1

The results confirm that r3 is connected to r4’s at- 0/2/1 interface, and that r4’s IP address
has in fact been set to 192.168.0.6.

Multipoint ATM Connections

The presence of an ATM switch allows for multipoint ATM connections. A typical multipoint
topology is shown in Figure 2.5.

FIGURE 2.5 Multipoint ATM connections
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In this case, rlis connected to both r2 and r3 using a single logical unit that has been asso-
ciated with two remote destination IP addresses and the local connection identifier (VPI/VCI)
used to reach each of them. The required ATM configuration for rl is similar to that of a multi-
point Frame Relay connection. The key difference between a multipoint and a point-to-point
ATM connection is the inclusion of themuTtipoint and multipoint-destination keywords
as shown in the following:

[edit interfaces at-0/1/0]
Tab@r3# show
atm-options {
vpi 0 maximum-vcs 201;
}
unit 200 {
multipoint;
family inet {
address 10.0.1.1/24 {
multipoint-destination 10.0.1.2 vci 102;
multipoint-destination 10.0.1.3 vci 103;

As with Frame Relay, Juniper Networks M-series routers can respond to ATM Inverse ARP
requests but cannot initiate them. Therefore, static VCI-to-IP address mapping is mandatory
when configuring a Juniper Networks router for multipoint ATM operation. To allow the
router to respond to an ATM inverse ARP request, include the inverse-arp keyword as part
of the muTtipoint-destination configuration.

ATM Traffic Shaping

Juniper Networks M-series routers support ATM traffic shaping using either Constant or Variable
Bit Rate (CBR/VBR) traffic parameters. Unspecified Bit Rate (UBR) is the default traffic shaping
method. You can also configure a maximum queue length on each VC, a technique that is often used
to put a finite bound on queue latency (at the cost of dropping traffic that is in excess of VC’s shaping
profile). To demonstrate the configuration and verification of ATM traffic shaping, you will now

apply the following VBR shaping profile to the ATM connection between r3 and ré4:

= Peak bit rate = 1Mbps (~2600 cells/second)
= Sustained bit rate = 500Kbps (~1300 cells/second)
=  Maximum burst = 25 cells

= Maximum queue depth of 20 packets
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c after the desired cell rate, as in set shaping vbr peak 100c for a CBR shaping
profile that generates 100 cells per second. Each such cell will carry about 48
bytes of user payload, which equates to a link level throughput of approximately
38.4Kbps. JUNOS software will convert cell-per-second rates into bit-per-second
rates when the configuration is displayed.

é/ You can also specify ATM traffic shaping rates in cells/second by using the suffix
P

The commands used to configuring this ATM shaping profile on r3 are shown in the following:

[edit interfaces at-0/1/0 unit 200]
Tab@r3# set shaping queue-length 20

[edit interfaces at-0/1/0 unit 200]
Tab@r3# set shaping vbr peak 1m sustained 500k burst 25

The resulting shaping configuration is shown next with highlights:

[edit interfaces at-0/1/0]
Tab@r3# show
atm-options {
vpi 3 maximum-vcs 201;
vpi 0 maximum-vcs 17;
ilmi;
}
unit 200 {
encapsulation atm-nlpid;
vci 3.200;
shaping {
vbr peak 1m sustained 500k burst 25;
gueue-length 20;

1
family inet {
address 192.168.0.5/30;

To verify that shaping is having an effect, we conduct large packet flood pings, both with
shaping enabled and after shaping has been deactivated:

[edit interfaces at-0/1/0]
Tab@r3# run ping size 64000 rapid count 5 192.168.0.6
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PING 192.168.0.6 (192.168.0.6): 64000 data bytes

--- 192.168.0.6 ping statistics ---

5 packets transmitted, 1 packets received, 80% packet loss
round-trip min/avg/max/stddev = 1048.413/1048.413/1048.413/0.000 ms

A packet loss of 80 percent is pretty harsh, even for a flood ping. Now the ping test is
repeated with shaping deactivated:

[edit interfaces at-0/1/0]
Tab@r3# deactivate unit 200 shaping

[edit interfaces at-0/1/0]
Tab@r3# commit
commit complete

[edit interfaces at-0/1/0]
Tab@r3# run ping size 64000 rapid count 5 192.168.0.6
PING 192.168.0.6 (192.168.0.6): 64000 data bytes

---192.168.0.6 ping statistics ---
5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 31.168/31.474/31.929/0.263

These results indicate that ATM shaping is working as expected.

ATM Interface Summary

ATM interface configuration and testing is similar to Frame Relay in that both interface types
support multipoint capabilities using virtual circuit identifiers. ATM interfaces require explicit
configuration of VP and maximum VC counts at the physical level, and these values must be
adjusted to accommodate the 0-based indexing of VCI values. When a VP value is not specified,
JUNOS software will assume a value of 0, so pay special attention when configuring ATM VClIs
that do not make use of VP 0.

ATM ping testing can quickly isolate ATM problems from those caused by configuration
mistakes made at the IP layer. The use of ILMI can provide information about the device that
terminates the ATM access link, and its command/response nature can be used to confirm the
integrity of an ATM access link. OAM cells should be enabled when keepalive functions are
desired on an ATM interface. Lastly, ATM connections default to a UBR traffic shaping profile
but can be configured to support traffic shaping using either CBR or VBR parameters.
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Ethernet Interfaces

Juniper Networks routers support a variety of different Fast and Gigabit Ethernet PICs. The 12-
and 48-port Fast Ethernet PICs supported in the M160 are capable of performing ingress rate
limiting and dual-rate (10/100 Mbps) operation at either 10Mbps or 100Mbps, but all remaining
Juniper Networks Fast Ethernet PICs require 100Mbps operation and can only be rate-limited
through the configuration of IP II-related policers.

M-series Ethernet interfaces support VLAN tagging, 802.3ad link aggregation, and the Virtual
Router Redundancy Protocol (VRRP), which is a standards-based protocol that is similar in
function to Cisco’s Hot Standby Router Protocol (HSRP). The configuration options supported
by Fast and Gigabit Ethernet PICs are very similar, as are the verification mechanisms available
to the operator.

This section focuses on Fast Ethernet links because they are the most common interface type
found in a certification preparation lab.

Ethernet Interface Physical Configuration

The physical properties for Ethernet interfaces are set at the device and fastether-options or
gigether-options portion of the configuration hierarchy, depending on the type of interface
being configured. The physical options for Ethernet interfaces include the following:

= Half/full duplex mode (Fast-E only)

= Flow control

= Speed (12- and 48-port Fast-E PICs only)

*  Loopback

= 802.3ad link aggregation

*  Source address (MAC) filtering

*  Encapsulation (to support Circuit Cross Connect [CCC] applications)
=  VLAN tagging support

*  Manual MAC address assignment

= Device MTU (Jumbo frames)

Figure 2.6 illustrates the topology used in this Ethernet configuration scenario. In this example,
VLAN tagging and VRRP are required on the 10.0.5/24 subnet to which rl and r2 attach, so your
initial Fast Ethernet configuration will require that you enable VLAN tagging at the physical-
device level with all other device properties remaining at their defaults.

The following command, issued on both rl and r2, completes the necessary physical con-
figuration of the Ethernet device to enable support of VLAN-tagged frames:

[edit interfaces fe-0/0/0]
Tab@rl# set vlan-tagging
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FIGURE 2.6
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Ethernet Interface Logical Properties

The logical properties for Ethernet interfaces are configured at the logical-unit level, and will
relate to the protocol family being configured. For example, the IP protocol is associated with
ARP and static ARP entries can be added to a logical unit that supports the IP protocol family.
You can also specify the encapsulation (Ethernet I, SNAP, LLC-SNAP) at the logical-unit level
for traffic that is originated by the RE, but the default encapsulation associated with each pro-
tocol family rarely needs modification, and in some cases cannot be modified despite configu-
ration attempts to the contrary. For example, IP and ARP always use Ethernet Version II (DIX)
encapsulation, despite what may be configured under the logical unit.

<

M-series and T-series routers do not perform a translation of Ethernet framing
for transit traffic, so that a frame that arrives using DIX encapsulation will always
be forwarded using the same encapsulation, regardless of the encapsulation
specified on that logical unit. The various encapsulation options listed for
Ethernet interfaces only affect traffic generated locally by the RE.

The configuration requirements for this scenario are:

» IPv4 addressing as shown in Figure 2.6

*  VLAN and VRRP requirements
= VLAN IDs are 520 and 530.
= Virtual IP (VIP) addresses = 10.0.5.253 and 10.0.6.253.
= rlis master of VLAN 520 when operational.
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= r2is master of VLAN 530 when operational.
=  Ensure that the VIP is pingable on each VLAN.

r1’s VLAN and VRRP Configuration

The following commands correctly configure r1 for this scenario:

[edit interfaces fe-0/0/0]
Tab@rl# set unit 520 family inet address 10.0.5.1/24

[edit interfaces fe-0/0/0]
lab@rl# set unit 520 vlan-id 520

[edit interfaces fe-0/0/0 unit 520 family inet address 10.0.5.1/24]
Tab@rl# set vrrp-group 1 virtual-address 10.0.5.253

[edit interfaces fe-0/0/0 unit 520 family inet address 10.0.5.1/24]
Tab@rl# set vrrp-group 1 accept-data

These commands configured rl to associate VLAN tag 520 with logical unit 520 on its
fe-0/0/0 interface, assigned its IP address, and created VRRP group 1 that will use a VIP address
of 10.0.5.253. The accept-data option tells the router to “violate” the VRRP specification by
allowing it to respond to ICMP echo requests sent to the VIP address. According to the VRRP
specification, the VIP master can only respond to ARP requests unless the current VIP is assigned
to one of the master router’s interfaces, in which case the VRRP master may respond to all traffic
addressed to the VIP. This particular scenario does not require that there be any correlation
between the logical unit number and the VLAN ID, but in this example the values have been
matched.

- The VLAN assignments used in the previous example will conflict with the
A&TE VLAN ID range of 512-4094 reserved for VLAN-CCC applications. Because this
configuration example does not involve the use of VLAN-CCC encapsulation,
these VLAN ID assignments are perfectly valid.

4 Technicians are often confused by the default VRRP behavior of not allowing the
P VIP address to be pinged, most likely because they have become accustomed to
being able to ping the VIP address used by Cisco’s proprietary HSRP protocol.
Without the accept-data option, you will not be able to test the VIP address by
issuing pings. This behavior has been known to cause JNCIP candidates to engage
in troubleshooting procedures to isolate a problem that does not even exist.
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The VLAN 520 configuration in rl is shown next:

Tab@rl# show
vlan-tagging;
unit 520 {
vlan-id 520;
family inet {
address 10.0.5.1/24 {
vrrp-group 1 {
virtual-address 10.0.5.253;
accept-data;

Because no priority value has been specified for VRRP group 1, the default value of 100 will
be in effect. You will now add the configuration for VLAN 530 to r1, being careful to adjust
priorities so that the correct VRRP mastership is achieved when r2 is later brought online:

[edit interfaces fe-0/0/0]
Tab@rl# set unit 530 family inet address 10.0.6.1/24

[edit interfaces fe-0/0/0]
lab@rl# set unit 530 vlan-id 530

[edit interfaces fe-0/0/0]
Tab@rl# edit unit 530 family inet address 10.0.6.1/24

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.6.1/24]
Tab@rl# set vrrp-group 2 virtual-address 10.0.6.253

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.6.1/24]
Tab@rl# set vrrp-group 2 accept-data

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.6.1/24]
Tab@rl# set vrrp-group 2 priority 80

Because the priority setting for r1’s VRRP group 2 (80) is lower than the default value of
100, the default priority setting in r2 will ensure that it becomes the master of VRRP group 2
when operational. The complete VLAN tagging and VRRP configuration for rl is shown next:

[edit interfaces fe-0/0/0]
Tab@rl# show
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vlan-tagging;
unit 520 {
vlan-id 520;
family inet {
address 10.0.5.1/24 {
vrrp-group 1 {
virtual-address 10.0.5.253;
accept-data;

}
unit 530 {
vlan-id 530;
family inet {
address 10.0.6.1/24 {
vrrp-group 2 {
virtual-address 10.0.6.253;
priority 80;
accept-data;

Because r2 has not yet been configured in this example, we expect to see that rlis currently
master of both VRRP groups. The following command verifies that this is the case:

Tab@r1l> show vrrp summary
Interface Unit Group Type Address Int state VR state

fe-0/0/0 520 1 1cl 10.0.5.1 up master
vip 10.0.5.253
fe-0/0/0 530 2 Tc1  10.0.6.1 up master

vip 10.0.6.253

r2’s VLAN and VRRP Configuration

The following commands correctly configure r2 for this scenario:

[edit interfaces fe-0/0/0]
Tab@r2# set unit 520 family inet address 10.0.5.2/24
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[edit interfaces fe-0/0/0]
Tab@r2# set unit 520 vlan-id 520

[edit interfaces fe-0/0/0 unit 520 family inet address 10.0.5.2/24]
Tab@r2# set vrrp-group 1 virtual-address 10.0.5.253

[edit interfaces fe-0/0/0 unit 520 family inet address 10.0.5.2/24]
Tab@r2# set vrrp-group 1 accept-data

[edit interfaces fe-0/0/0 unit 520 family inet address 10.0.5.2/24]
Tab@r2# set vrrp-group 1 priority 80

These commands configured r2 to associate VLAN tag 520 with its logical unit 520, assigned
the interface’s IP address, and configured VRRP group 1 to use the correct Virtual IP address of
10.0.5.253. Worthy of note is the fact that r2 has the priority of VRRP group 1 set to 80, which
is lower than the default value of 100 in place on r1. This will ensure that rl is master of VRRP
group 1 when it is operational.

We next add the configuration for VLAN 530 to r2 using the same set of commands used
to configure VRRP group 1. The priority of VRRP group 2 is left at the default value of 100 in
this case, to ensure that r2 is the master of VRRP group 2 when operational. The completed r2
VRRP/VLAN configuration is shown next:

[edit]
Tab@r2# show interfaces fe-0/0/0
vlan-tagging;
unit 520 {
vlan-id 520;
family inet {
address 10.0.5.2/24 {
vrrp-group 1 {
virtual-address 10.0.5.253;
priority 80;
accept-data;

}
unit 530 {

vlan-id 530;
family inet {
address 10.0.6.2/24 {
vrrp-group 2 {
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virtual-address 10.0.6.253;
accept-data;

}

Verify Basic VRRP Operation

With both rland r2 configured as described earlier, we should see that rl is master of VRRP
group 1 while r2 is master of VRRP group 2. Furthermore, either router should take over mas-
tership if the current master fails. The following steps confirm that this is the case:

Tab@rl> show vrrp summary
Interface Unit Group Type Address Int state VR state

fe-0/0/0 520 1 Tc1 10.0.5.1 up master
vip 10.0.5.253
fe-0/0/0 530 2 1cl 10.0.6.1 up backup

vip 10.0.6.253

Very good, just as we had expected: rl is heading the charge for VRRP group 1 and is func-
tioning as a backup for VRRP group 2. To verify that r1 will take over for VRRP group 2, we
disable r2’s fe-0/0/0 interface and redisplay VRRP status on rl:

[edit]

Tab@r2# set interfaces fe-0/0/0 disable
[edit]

Tab@r2# commit

Tab@rl> show vrrp summary
Interface Unit Group Type Address 1Int state VR state

fe-0/0/0 520 1 1cl 10.0.5.1 up master
vip 10.0.5.253
fe-0/0/0 530 2 1cl 10.0.6.1 up master

vip 10.0.6.253

As expected, rl has become master for both VRRP groups, which confirms that basic VRRP
functionality is working as desired. Be sure to re-enable the fe-0/0/0 interface on r2 before
proceeding. A thorough operator will perform a similar check for mastership switchover on r2
as well.

VRRP Authentication and Interface Tracking

With basic VRRP functionality working as planned, we will enhance the configuration by add-
ing MD3 authentication and upstream interface tracking. Interface tracking is used to lower the
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priority of the current VRRP master should its upstream interface become inoperable. Based on
Figure 2.6, we can see that both rl and r2 should track the status of their respective fe-0/0/1
interfaces as these interfaces connect each of them to the upstream router r3.

The following commands add MDS$5 authentication to both VRRP groups; they must be
entered on both rland r2 for proper operation. The authentication key value will be set to jni
in this example:

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.5.1/24]
Tab@rl# set vrrp-group 1 authentication-type md5

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.5.1/24]
Tab@rl# set vrrp-group 1 authentication-key jni

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.6.1/24]
Tab@rl# set vrrp-group 2 authentication-type md5

[edit interfaces fe-0/0/0 unit 530 family inet address 10.0.6.1/24]
Tab@rl# set vrrp-group 2 authentication-key jni

The next set of commands instructs the router to deduct 30 from its current priority level
(100 by default) should its fe-0/0/1 interface become inoperable. For r2, this command will
need to be entered under VRRP group 2:

[edit interfaces fe-0/0/0 unit 520 family inet address 10.0.5.1/24 vrrp-group 1]
Tab@rl# set track interface fe-0/0/1 priority-cost 30

The Fast Ethernet configuration for rl is shown in Listing 2.1, including the configuration
of its fe-0/0/1 interface that is now being tracked by VRRP group 1:

Listing 2.1: VRRP Configuration for rl
[edit]
Tab@rl# show interfaces
fxp0 {
unit 0 {
family inet {
address 10.0.1.1/24;

}
fe-0/0/0 {
vlan-tagging;
unit 520 {
vlan-id 520;
family inet {
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address 10.0.5.1/24 {
vrrp-group 1 {
virtual-address 10.0.5.253;
accept-data;
authentication-type md5;
authentication-key "$9$3BYX/AOVMX7-w"; # SECRET-DATA
track {
interface fe-0/0/1.0 priority-cost 30;

}
}
}
unit 530 {
vlan-id 530;
family inet {
address 10.0.6.1/24 {
vrrp-group 2 {
virtual-address 10.0.6.253;
priority 80;
accept-data;
authentication-type md5;
authentication-key "$9$rhkkKWxJZjHqf"; # SECRET-DATA
}
}
}
}
}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.1/24;
}
}

}

Verify VRRP Interface Tracking

Once the configurations of rland r2 have been modified with the authentication and interface
tracking-related configuration, you can verify that tracking is working by deactivating the tracked
interface and confirming that the expected change in VRRP group mastership occurs. For this
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example, we will monitor the VRRP state on r2, both before and after r1’s fe-0/0/1 interface is
deactivated:

Tab@r2> show vrrp summary
Interface Unit Group Type Address 1Int state VR state

fe-0/0/0 520 1 1cl 10.0.5.2 up backup
vip  10.0.5.253
fe-0/0/0 530 2 Tc1  10.0.6.2 up master

vip 10.0.6.253

Now we disconnect, disable, or deactivate the tracked interface on rl (fe-0/0/1), and verify
that r2 becomes master for both VRRP groups:

Tab@r2> show vrrp summary
Interface Unit Group Type Address Int state VR state

fe-0/0/0 520 1 Tcl  10.0.5.2 up master
vip 10.0.5.253
fe-0/0/0 530 2 1cl 10.0.6.2 up master

vip 10.0.6.253

It would appear that both the MD35 authentication and interface tracking aspects of your
VRRP configuration are working as designed. When interface-tracking issues are suspected,
you can obtain detailed information on the status of tracking using this command:

Tab@r1l> show vrrp track
Track if State Cost Interface Group Cfg Run VR State
fe-0/0/1.0 down 30 fe-0/0/0.520 1 100 70  backup

This display confirms that rl is tracking the state of its fe-0/0/1.0 interface and that it will
deduct 30 from the VRRP priority of interface fe-0/0/0.520 when the tracked interface’s state
is other than up. You can also see the VRRP group’s configured priority (the default 100 in this
case) as well as its current running priority, which is now 70, due to the tracked interface being
down. This display confirms that all is working with your final VRRP configuration.

When all else fails and your VRRP configuration is not working, you should enable VRRP
tracing and monitor the trace file for real-time debug output. A typical VRRP-tracing configu-
ration and some of the output generated by unplugging r1’s tracked interface are shown in the
following, with key information highlighted:

in the default logical unit (0) being tracked on this interface. You should always
explicitly enter a unit number when unit values other than the default are in
use. VRRP-tracking problems will result when the default unit number is inad-
vertently tracked on an interface that is not using unit number 0.

é/ In this example, the tracked interface was entered as fe-0/0/1, which resulted
P
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[edit]
Tab@rl# show protocols vrrp
traceoptions {

file vrrp;

flag state;

flag general;

This tracing configuration causes VRRP state and general activities to be logged to a file
called vrrp. We now monitor the file as r1’s tracked interface is disconnected:

Tab@rl> monitor start vrrp

Yedede Vr‘r‘p Fedek
Apr 10 23:50:38 vrrpd_rts_async_ifd msg, Received Async message for: fe-0/0/1
Apr 10 23:50:38 vrrpd_update_track_if_entry

Apr 10 23:50:38 vrrpd_update_track_if_entry : fe-0/0/1.0 : fe-0/0/
0.002.008.010.000.005.001.001

Apr 10 23:50:38 vrrpd_rts_update_track_if for fe-0/0/1.0

Apr 10 23:50:38 vrrpd_rts_get_track_if_state for fe-0/0/1.0

Apr 10 23:50:38 Interface fe-0/0/1 ifindex: 3 flags 0x8001

Apr 10 23:50:38 Interface fe-0/0/1 if1 ifindex: 4 flags 0x8000
Apr 10 23:50:38 vrrpd_rts_get_track_if_state : fe-0/0/1.0 : down
Apr 10 23:50:38 vrrpd_update_track_priority : 100

Apr 10 23:50:38 vrrpd_update_track_priority: 70

Apr 10 23:50:39 vrrp_fsm update IFD: fe-0/0/0.002.008.010.000.005.001.001 event:
backup

Apr 10 23:50:39 vrrp fsm_backup: fe-0/0/0.002.008.010.000.005.001.001 state
from: master

Apr 10 23:50:39 Signalled dcd (PID 1672) to reconfig

The trace output shown here displays the change in r1’s priority due to the state change inter-
face fe-0/0/1, and also shows the loss of VRRP group mastership that results from the reduction
in priority.

MAC Address Filtering

By default, Fast and Gigabit Ethernet interfaces will accept frames from all source MAC addresses.
You can limit frame acceptance based on the source MAC address by using the source-filtering
option and a corresponding list of MAC addresses that can be accepted. To demonstrate this feature,
we will continue to use the topology illustrated in Figure 2.6 and configure r3’s fe-0/0/0 interface to
meet the following criterion:

= Only accept frames sent from r1’s fe-0/0/1 interface.



112 Chapter 2 - Interface Configuration and Testing

The following configuration on r3 correctly configures the source address filtering require-
ments of this configuration example. To obtain the MAC address being used by r1’s fe-0/0/1
interface, you can either examine the ARP cache on r3 or show the fe-0/0/1 interface on r1. This
example demonstrates the ARP cache examination approach:

Tab@r3# run ping 10.0.4.1 count 1
PING 10.0.4.1 (10.0.4.1): 56 data bytes
64 bytes from 10.0.4.1: icmp_seq=0 tt1=255 time=0.635 ms

--- 10.0.4.1 ping statistics ---
1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.635/0.635/0.635/0.000 ms

The ARP cache is now examined to obtain the MAC address for address 10.0.4.1:

[edit]

Tab@r3# run show arp

MAC Address Address Interface
00:b0:d0:10:73:2f 10.0.1.100 fxp0.0
00:a0:c9:b2:f8:cb 10.0.3.2 fe-0/0/1.0
00:a0:c9:6f:7b:3e 10.0.4.1 fe-0/0/0.0

Total entries: 3

We now know that r1’s fe-0/0/1 interface will be using MAC address 00:a0:c9:6f:7b:3e.
Armed with this information, we can proceed with the source address filter configuration on r3:

[edit interfaces fe-0/0/0 fastether-options]
Tab@r3# set source-filtering

[edit interfaces fe-0/0/0 fastether-options]
Tab@r3# set source-address-filter 00:a0:c9:6f:7b:3e

[edit interfaces fe-0/0/0 fastether-options]
Tab@r3# up

The resulting configuration is:

[edit interfaces fe-0/0/0]
Tab@r3# show
fastether-options {
source-filtering;
source-address-filter {
00:a0:c9:6f:7b:3e;
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}
unit 0 {
family inet {
address 10.0.4.3/24;

The resulting configuration on r3 will cause it to reject any frames received on its fe-0/0/0
interface that do not contain a source MAC address of 00:a0:¢9:6f:7b:3e.

Verify MAC Address Filtering

To confirm that the MAC address filter is working, we first ping r3 using r1’s burned-in MAC
address, and then retry the ping after manually setting a new MAC address on r1’s fe-0/0/1
interface:

[edit interfaces fe-0/0/1]

Tab@rl# run ping 10.0.4.3 count 1

PING 10.0.4.3 (10.0.4.3): 56 data bytes

64 bytes from 10.0.4.3: icmp_seq=0 tt1=255 time=0.568 ms

--- 10.0.4.3 ping statistics ---
1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.568/0.568/0.568/0.000 ms

The pings using the burned-in MAC address work as expected. We now assign a new MAC
address to r1’s fe-0/0/1 interface:

[edit interfaces fe-0/0/1]
Tab@rl# set mac 00:a0:c9:6f:7b:3d

[edit interfaces fe-0/0/1]
Tab@rl# commit
commit complete

[edit interfaces fe-0/0/1]

Tab@rl# run ping 10.0.4.3 count 1

PING 10.0.4.3 (10.0.4.3): 56 data bytes

~C

--- 10.0.4.3 ping statistics ---

1 packets transmitted, O packets received, 100% packet loss

Great—packets sent to r4 with the new MAC address fail as expected. This behavior con-
firms that the source address filter is working as intended.
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Ethernet Interface Summary

This section provided typical JNCIP-level Ethernet configuration examples and common veri-
fication techniques. Using several examples, we detailed a typical VRRP configuration scenario
that used both authentication and interface tracking and provided examples of source address
filtering.

Aggregated Interfaces

JUNOS software supports the aggregation of Ethernet and SONET interfaces through the creation
of a virtual device that is associated with one or more physical interfaces. All physical interfaces
that make up such an aggregated device must operate at a common speed, and in the case of
Ethernet, must also operate in full-duplex mode with VLAN tagging. You cannot aggregate Ether-
net interfaces that have not been configured for VLAN tagging. Aggregated interfaces are an
example of inverse multiplexing in that a single high-speed link is achieved through the bundling
of multiple lower-speed links.

Aggregated Ethernet

This example will demonstrate the configuration and testing of an aggregated Ethernet inter-
face. The requirements for this example are these:

»  Create an aggregated Ethernet link between r3 and r5 using VLAN tag 100.

*  Ensure the aggregated device is only marked up when there are at least two functional inter-
faces associated with the bundled interface.

Figure 2.7 shows the aggregated Ethernet topology used in this example.

FIGURE 2.7 Aggregated Ethernet
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We begin by defining the first aggregated Ethernet device (ae0) on r3:

[edit interfaces ae0]
Tab@r3# set vlan-tagging

[edit interfaces ae0]
Tab@r3# set unit 100 vlan-id 100
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[edit interfaces ae0]
Tab@r3# set unit 100 family inet address 10.0.10.3/24

[edit interfaces ae0]
Tab@r3# set aggregated-ether-options minimum-Tinks 2

These commands create the ae0 aggregated Ethernet device and assign it the correct IP
address and VLAN ID. By default, an aggregated interface will be marked up if there is at least
one physical interface associated with the bundle. Because this example requires a minimum of
200Mbps of bandwidth between r3 and r5, the minimum link value must be set to at least 2.

To enable support for aggregated devices, you must configure the number of aggregated
devices that can be supported in the router chassis. By default, this value is 0, which disables the
support of aggregated devices. Because this scenario requires only one aggregated Ethernet device,
the aggregated device count must be set to at least 1, but could be set higher with no ill effects. You
configure aggregated Ethernet support in the router chassis with the following command:

[edit chassis]
Tab@r3# set aggregated-devices ethernet device-count 1

Next, we configure each Fast Ethernet port that is to be a member of the ae0 interface. As
shown previously in Figure 2.7, r3 and r5 are connected via four Fast Ethernet ports that belong
to a PIC installed in slot 0 of FPC 0. The following commands enable link aggregation and asso-
ciate all four of the FE ports with the ae0 aggregated device:

[edit interfaces]
Tab@r3# set fe-0/0/0 fastether-options 802.3ad ae0

[edit interfaces]
Tab@r3# set fe-0/0/1 fastether-options 802.3ad ae0

[edit interfaces]
Tab@r3# set fe-0/0/2 fastether-options 802.3ad ae0

[edit interfaces]
Tab@r3# set fe-0/0/3 fastether-options 802.3ad ae0

The resulting configuration for aggregated Ethernet support on r3 is shown next:

Tab@r3# show interfaces ae0

vlan-tagging;

aggregated-ether-options {
minimum-Tinks 2;

}

unit 100 {
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vlan-id 100;
family inet {
address 10.0.10.3/24;

[edit]
Tab@r3# show interfaces fe-0/0/0
fastether-options {

802.3ad ae0;
}
[edit]
Tab@r3# show chassis aggregated-devices
ethernet {

device-count 1;

Though not shown, the configuration of the three remaining Fast Ethernet ports is identical
to that shown for fe-0/0/0. After committing this configuration in r3, we confirm the status of
the ae0 device:

Tab@r3> show interfaces ae0

Physical interface: ae0, Enabled, Physical link is Up
Interface index: 20, SNMP ifIndex: 33
Link-Tevel type: Ethernet, MTU: 1518, Speed: 400mbps, Loopback: Disabled,
Source filtering: Disabled, Flow control: Disabled, Minimum links needed: 2
Device flags : Present Running
Interface flags: SNMP-Traps
Current address: 00:90:69:6d:9b:f0, Hardware address: 00:90:69:6d:9b:f0
Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)

Logical interface ae0.100 (Index 6) (SNMP ifIndex 34)
Flags: SNMP-Traps VLAN 100 Encapsulation: Aggregate

Statistics Packets pps Bytes  bps
Bundle:
Input : 0 0 0 0
Output: 0 0 0 0

Protocol inet, MTU: 1500, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.0.10/24, Local: 10.0.10.3, Broadcast: 10.0.10.255
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Based on the highlighted portion of this display, we see that all criteria for the aggregated
Ethernet configuration example have been met. After a similar configuration has been added to
r5, we can verify that the aggregated interface will actually carry data by conducting ping testing
using the addresses associated with the aeQ device.

Aggregated SONET

The configuration and verification of an aggregated SONET link are almost identical to those
processes in the previous Ethernet aggregation example. The requirements for this configuration
example are:

= Create an aggregated SONET link between r3 and r5.
=  Ensure the aggregated device provides at least 280Mbps of bandwidth.
Figure 2.8 shows the aggregated SONET topology used in this example.

FIGURE 2.8 Aggregated SONET
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Because the configuration of an aggregated SONET link is so similar to the example already
given for aggregated Ethernet, we will cut to the chase by going straight to a working configu-
ration for r3 based on the requirements of the SONET aggregation scenario:

[edit]
Tab@r3# show chassis aggregated-devices
sonet {

device-count 1;

[edit]
Tab@r3# show interfaces as0
aggregated-sonet-options {
minimum-Tinks 2;
Tink-speed oc3;
}
unit 0 {
family inet {
address 10.0.10.3/24;
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[edit]
lab@r3# show interfaces so-0/2/0
sonet-options {

aggregate aso0;

Because the speed of a POS interface is not indicated by the interface name, an aggregated
SONET device requires explicit configuration of bundle member interface speed. To verify that
the requirements of the configuration example have been met, we display the aggregated SONET
interface’s status using both the terse and standard displays:

Tab@r3> show interfaces terse

Interface Admin Link Proto Local Remote
so-0/2/0 up up

s0-0/2/0.0 up up soagg --> as0.0
so-0/2/1 up up

so-0/2/1.0 up up soagg --> as0.0
so-0/2/2 up down

so-0/2/2.0 up down soagg --> as0.0
so-0/2/3 up down

so-0/2/3.0 up down soagg --> as0.0
as0 up up

as0.0 up up inet 10.0.10.3/24

The terse output indicates that the aggregated SONET link is up, and also shows that two of
the four member interfaces are down at the link level. Since only two members are required for the
aggregated bundle to be considered active, the down state of SONET ports s0-0/2/2 and so0-0/2/3
does not cause the as0 device to be marked as down. The standard interface output also confirms
the correct operation and configuration for this SONET aggregation configuration task:

Tab@r3> show interfaces as0
Physical interface: as0, Enabled, Physical Tink is Up
Interface index: 21, SNMP 1ifIndex: 43
Link-level type: PPP, MTU: 4474, Speed: 311040kbps, Minimum links needed: 2
Device flags : Present Running
Interface flags: SNMP-Traps
Link flags : Keepalives
Keepalive settings: Interval 10 seconds, Up-count 1, Down-count 3
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Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)

Logical interface as0.0 (Index 6) (SNMP ifIndex 48)
Flags: Point-To-Point SNMP-Traps Encapsulation: Aggregate

Statistics Packets pps Bytes bps
Bundle:
Input : 0 0 0 0
Qutput: 0 0 0 0

Protocol inet, MTU: 4470, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.0.10/24, Local: 10.0.10.3

Leaky Bucket Rate Limiting

Most M-series router interfaces support transmit and receive rate limiting using a leaky-bucket
algorithm that acts to shape the traffic leaving or arriving on a particular interface. Currently,
all interface types support this type of rate limiting, with the exception of ATM, Fast Ethernet,
and Gigabit Ethernet interfaces. Internet Processor II (IP II) policers employ a token bucket-
policing scheme and can be deployed on any interface type.

Configure Leaky Bucket Rate Limiting

This configuration example will demonstrate leaky-bucket configuration and verification tech-
niques using the topology shown in Figure 2.9.

FIGURE 2.9 Leaky bucket rate limiting
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The criteria for this configuration are as follows:

*  Limit r3’s s0-0/2/0 interface to operate at no more than five percent of the OC-3c inter-
face’s bandwidth. Do not rate limit r5’s s0-0/1/0 interface.

= Use default encapsulation.

=  Ensure that excess data is not delivered and do not allow bursting.
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The following commands correctly configure the transmit bucket on r3’s so-0/2/0 interface:

[edit interfaces so0-0/2/0]
Tab@r3# set transmit-bucket rate 5

[edit interfaces so0-0/2/0]
Tab@r3# set transmit-bucket threshold 0

[edit interfaces so0-0/2/0]
Tab@r3# set transmit-bucket overflow discard

This configuration sets the bucket’s drain rate to five percent of the ~148Mbps OC-3 pay-
load rate (approximately 7.43Mbps), and sets a burst threshold of 0 to disable bursting above
the bucket’s specified rate. To ensure that excess data is never delivered, the discard action has
been configured for data that overflows the bucket. Because M-series router PICs cannot sup-
port SONET payload scrambling in conjunction with leaky bucket traffic shaping, the operator
must explicitly disable the default SONET payload scrambling behavior in order to commit the
rate-limiting configuration:

[edit interfaces so0-0/2/0]
Tab@r3# set sonet-options no-payload-scrambler

)/ Although the configuration scenario states that r5’s so-0/1/0 interface is not to
@TE be rate-limited, you must disable SONET payload scrambling on this interface
to make it compatible with r3’s setting. Failure to do this will result in a com-
munications failure, with the primary symptom being a device down flag at the

logical-interface level.

After configuring the interface’s receive bucket with identical parameters, r3’s so-0/2/0 inter-
face configuration is shown with token bucket-related entries highlighted:

[edit interfaces so-0/2/0]
Tab@r3# show
receive-bucket {

overflow discard;

rate 5;

threshold 0;

1

transmit-bucket {
overflow discard;

rate 5;

threshold 0;
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}
sonet-options {

no-payload-scrambler;

}
unit 0 {
family inet {
address 10.0.10.3/24;

Verify Leaky Bucket Rate Limiting

You can view leaky bucket-related statistics and configuration settings by using the extensive
switch with the show interfaces command. The following example highlights the leaky
bucket-related fields. The extensive output shown next has been edited for brevity:

Tab@r3> clear interfaces statistics all

Tlab@r3> show interfaces so-0/2/0 extensive
Physical interface: so-0/2/0, Enabled, Physical 1link is Up

FCS: 16, Payload scrambler: Disabled

Device flags : Present Running

Interface flags: Point-To-Point SNMP-Traps
Link flags : Keepalives

Hold-times : Up O ms, Down 0 ms

Input errors:
Errors: 0, Drops: O, Framing errors: 0, Runts: O, Giants: O, Bucket drops: 0,

Policed discards: 0, L3 incompletes: 0, L2 channel errors: 0, L2 mismatch
timeouts: O,

HS 1ink CRC errors: 0, HS Tink FIFO overflows: 0

Output errors:
Carrier transitions: 0, Errors: 0, Drops: 0, Aged packets: O,
HS Tink FIFO underflows: 0

HDLC configuration:
Policing bucket: Enabled, Bit rate: 5 , Threshold: 0
Shaping bucket : Enabled, Bit rate: 5 , Threshold: 0
Giant threshold: 4484, Runt threshold: 3
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The highlighted fields in this display indicate that leaky bucket rate limiting has been cor-
rectly configured for this example. To further test the effects of your rate-limiting configuration,
you can use r5 to generate flood pings targeted at r3 by issuing a ping rapid count 20000
size 4000 10.0.10.4 command while the traffic level on r3’s s0-0/2/0 interface is monitored.

) The use of the Routing Engine to generate flood pings is not recommended in
TE a production network because the internal fxp1 link between the RE and PFE is
intended for other purposes. The fact that control traffic will take priority over
ICMP messages will cause variations in your test results in a production network,
especially when routing protocols are converging. Note that the extremely large
packet size used in this example was chosen to maximize the amount of traffic
produced by the RE. The 4474-byte MTU settings on the SONET interfaces will
cause packets of this size to be fragmented by the PFE in both directions.

Figure 2.10 shows the observed traffic load on r3 when the leaky-bucket policer is deacti-
vated, while Figure 2.11 shows the effects of enabling the leaky buckets.

FIGURE 2.10 Deactivated leaky buckets
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FIGURE 2.11 Leaky buckets activated
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Figure 2.10 shows that, in the absence of leaky-bucket policing, the flood pings coming from
r5 produce approximately 14Mbps of input traffic on r3’s so-0/2/0 interface. Note that the
input and output traffic are balanced, which indicates that r3 is able to respond to the ICMP
echo packets received from r5.

Figure 2.11 shows the r3’s s0-0/2/0 interface’s input rate has dropped to approximately
214Kbps once the policers are activated on r3. This is because virtually none of the fragmented
ICMP packets are allowed to pass through r3’s receive bucket unscathed. This point is evidenced
by the low output rate of 48bps, which indicates that the r3’s RE is not able to reassemble the IP
packet fragments such that no echo response traffic can be sent back to r5.

You may wonder why the input rate at r3 is not closer to the expected value of 7.4Mbps.
This behavior is the result of the monitor interface command being designed to tabulate only
the amount of valid layer 3, or IP, traffic observed. In this case, the 4474-byte MTU of the
SONET interfaces means that the discard of a single byte of data will result in the loss of (and
failure to count) the remaining 4473 bytes associated with that packet.

Changing the data size to 4000 bytes on r5 allows the echo request packets to pass through r3’s
receive bucket, causing r3’s so-0/2/0 interface to register a receive rate of approximately 5.7Mbps
with no observed bucket-induced drops. This value begins to approach the maximum data rate
associated with the configured rate limit, which confirms proper rate-limiting to the extent possible,
considering the coarse nature of tests conducted with RE-generated traffic streams.
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To further confirm that the packet loss is related to the leaky buckets, r3’s interface statistics
are cleared and the bucket’s drop count is displayed both before and after r5 generates exactly
20 flood pings using a 40,000-byte packet size. The results indicate that each attempt to send
an ICMP echo packet with a 40,000-byte data field results in six bucket drops on r3:

Tab@r3> clear interfaces statistics all

Tab@r3> show interfaces so-0/2/0 extensive | match Bucket
Errors: 0, Drops: 0, Framing errors: 0, Runts: 0, Giants: 0, Bucket drops: 0,
Policing bucket: Enabled, Bit rate: 5 , Threshold: 0
Shaping bucket : Enabled, Bit rate: 5 , Threshold: 0

After r5 generates 20 40,000-byte packets, r3’s bucket drops are once again displayed:

Tab@r3> show interfaces so-0/2/0 extensive | match Bucket
Errors: 0, Drops: 0, Framing errors: 0, Runts: 0, Giants: 0, Bucket drops: 120,
Policing bucket: Enabled, Bit rate: 5 , Threshold: 0
Shaping bucket : Enabled, Bit rate: 5 , Threshold: 0

Unnumbered Interfaces

JUNOS software supports the deployment of point-to-point interfaces that are not assigned IP
network numbers. For these links to become functional, they must be associated with the router
ID for advertisement to adjacent routers using your IGP. The router will use the system’s default
address as the source address for packets that originate on an unnumbered link, and the routing
process will try to use the default address as the source of the router ID for protocols like BGP
and OSPF. It is recommended that you assign a non-Martian address to the router’s lo0 inter-
face for use as the default address even though the default address can be obtained from any
interface with a valid address. In the event that a usable address is not found on the lo0 interface,
the router will use the primary address associated with the system’s primary interface as the
default address. By default, the system’s primary interface will be fxp0 unless the primary key-
word is specified under another router interface.

) For more information on Martian and non-Martian addresses, refer to Chapter 6,
TE “EBGP Configuration and Testing.” Additional information on filtering packets
due to invalid source or destination address (Martians) can also be found in
section 5.3.7 of RFC 1812, “Requirements for IP Version 4 Routers,” F. Baker
(June 1995).
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Figure 2.12 illustrates a typical unnumbered interface application. In this example, packets
sent over the unnumbered interface from r3 to r5 will use r3’s lo0 address as the packet’s source
address.

FIGURE 2.12 Unnumbered interfaces
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Configure Unnumbered Interfaces

To configure an unnumbered interface, simply omit the address from the inet protocol family
as shown in the following example. Also, make sure that at least one interface, preferably the
router’s 100, has an address that does not appear in the router’s Martian address table so that
the address may be used to source packets sent over the unnumbered link.

[edit interfaces]
lab@r3# show so-0/2/0
unit 0 {

family inet;

[edit interfaces]
Tab@r3# show 100
unit 0 {
family inet {
address 192.168.0.5/32;
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JUNOS software Default Martian Table

Juniper Networks M-series and T-series routers come from the factory with a default Martian
table that causes common Martian addresses to be hidden. The following command is used to
display the default Martian entries for the inet.0 routing table:

Tab@router> show route martians table inet.0

inet.0:
0.0.0.0/0 exact -- allowed
0.0.0.0/8 orlonger -- disallowed
127.0.0.0/8 orlonger -- disallowed
128.0.0.0/16 orlonger -- disallowed
191.255.0.0/16 orlonger -- disallowed
192.0.0.0/24 orlonger -- disallowed
223.255.255.0/24 orlonger -- disallowed
240.0.0.0/4 orlonger -- disallowed

Verify Unnumbered Interfaces

Unnumbered interfaces are tested and verified in the same way as their numbered counterparts,
with the exception that an IGP (or static) route is needed to conduct ping testing due to the
source address being “remote” from the perspective of the peer that is directly attached to the
unnumbered link. Also, because the link itself is unnumbered, you will have to ping an address
associated with the remote router to generate traffic across the unnumbered link.

Because traceroute will no longer indicate that packets have visited the unnumbered link, you
may ask whether a particular unnumbered link is being used for data transport, especially if
multiple unnumbered links have been provisioned between a pair of routers. To verify which
unnumbered link is being used for a particular destination address, you can inspect the router’s
forwarding table, or you can force traffic over the unnumbered link of choice using the bypass-
routing option on the ping command line to allow the specification of the egress interface for
the ICMP packet.
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@ Real World Scenario
Minimize Mistakes by Renaming

JNCIP candidates often make “silly” mistakes when dealing with the time pressures and stress of
a lab-based examination. The fact that JUNOS software will allow you to configure nonexistent
interfaces, with no warnings or alarms, means that it is possible to spend a lot of time on an
interface configuration, only to later find that the configuration has had no effect because it was
applied to the wrong interface. Rather than deleting the bogus configuration and re-creating it
under the correct interface, you should consider using the JUNOS software CLI rename feature,
which will often save you valuable lab time. Using rename is also an excellent way to correct IP
addressing mistakes, because it allows you to correct an address without first having to delete
the incorrect address assignment.

The use of rename is demonstrated here, where we determine that the operator has incorrectly
configured r4’s Frame Relay interface as so-0/2/0.

[edit interfaces]
Tab@r4# show so-0/2/0
dce;
hold-time up 20 down 20;
encapsulation frame-relay;
Tmi {

n392dce 2;

n393dce 3;

Tmi-type itu;
}
sonet-options {

fcs 32;

path-trace "INCIP test bed";
}
unit 0 {

dlci 100;

family inet {

mtu 1600;
address 192.168.0.4/32 {
destination 172.16.0.3;
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Recognizing the mistake, the operator now saves the day with a quick rename command:

[edit interfaces]
Tab@r4# rename so-0/2/0 to so-0/1/0

The results of the renaming operation are now confirmed:

Tab@r4# show so-0/1/0
dce;
hold-time up 20 down 20;
encapsulation frame-relay;
Tmi |
n392dce 2;
n393dce 3;
Tmi-type itu;
}
sonet-options {
fcs 32;
path-trace "JINCIP test bed';
}
unit 0 {
dlci 100;
family inet {
mtu 1600;
address 192.168.0.4/32 {
destination 172.16.0.3;

Summary

JNCIP candidates will be expected to configure a variety of interface types during their lab exam.
Successful candidates will be fluent with virtually all of the options that exist for any given interface
type, and will possess the skills needed to quickly verify the proper operation of their interfaces.

This chapter provided configuration scenarios and verification techniques for SONET,
ATM, and Ethernet interface types and also covered common point-to-point and multipoint
configuration requirements, including the specific issues that surround the various keepalive
protocols and how they are impacted by back-to-back connections. This chapter also provided
examples of VLAN tagging, VRRP, and interface aggregation.
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Case Study: Interface Configuration

The following case study is designed to simulate a typical JNCIP interface configuration scenario.
You will need to refer to the information contained in the lab topology shown in Figure 2.13 and
the criteria specified in Table 2.3 for the information needed to complete this case study. It is
assumed that you will be applying your interface configuration to the initial system configuration
that was performed in Chapter 1, “Initial Configuration and Platform Troubleshooting.”

FIGURE 2.13 Interface case study topology
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TABLE 2.3 Interface Configuration Criteria

Router Interface L2 Logical Unit Comment
ri fe-0/0/0 150 — VRRP group 1, VIP 10.0.5.200, master when link to r3 is
up, authenticate with plain-text password jnx
fe-0/0/1 200 200 VLAN tagging
fe-0/0/2 — — Only accept frames sent from r2's fe-0/0/3 MAC
address
([e]0] — — —
r2 fe-0/0/0 — — VRRP backup for r1
fe-0/0/11 — — Half-duplex
fe-0/0/2 — — —
fe-0/0/3 — — Only accept frames sent from ri's fe-0/0/2 MAC
address
[o]0] — — —
r3 fe-0/0/0 —
fe-0/0/1 — — —
so-0/2/0 100 — Frame Relay, ITU LMI, 15-second polls, 30-millisecond
hold-time, threshold/events ratio of 2:3 for line up
or down
at-0/1/0 VP55 — 10-second keepalives, link up/down criteria = 2,
VC 35 ILMI-enabled, 50Mbps shaping with no bursts
([e]0] — — —
r4 fe-0/0/11 — — Disable flow control
so-0/1/0 — — —
as0 — — SDH framing, path trace set to r4-jnx.

Members so-0/1/1 and so0-0/1/2
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TABLE 2.3 |Interface Configuration Criteria (continued)
Router Interface L2 Logical Unit Comment
o0 — — —
rs fe-0/0/0 — — —
fe-0/0/1 — — —
at-0/2/1 — — 10-second keepalives, two out of three for link up/down,
ILMI-enabled, shaping to 50Mbps with no bursts
as1 — — Path trace set to r5-jnx, members so0-0/1/0 and so-0/1/1
lo0 — — —
ré fe-0/1/0 — — —
fe-0/1/1 Device MTU = 4000
o0 — — —
r7 fe-0/3/0 — — —
fe-0/3/1 — — —
o0 — — —
Entries with “—" are either non-applicable or left to the operator’s discretion. The setting of these parameters may

be contingent on the values specified for adjacent router interfaces, so read all details carefully!

It would seem that you have your work cut out for you, considering that you have seven routers
to configure and that each of them can have up to five interfaces with varying requirements. It is
expected that a JNCIP candidate will be able to complete this case study in approximately one
hour with no mistakes. Sample interface configurations from all seven routers will be provided
at the end of the case study for comparison to your own configurations. Some tasks may have
multiple solutions, so differences between the provided examples and your own configuration
do not automatically indicate that a mistake has been made. In the end, you will be graded on
the overall functionality of your configuration and its compliance with any stipulations provided
in your configuration task.
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Case Study Configurations

The interface-related portions of each router configuration are displayed in Listings 2.2 through
2.8. While these configurations are known to meet the requirements of the case study, other
solutions are also possible. Where appropriate, the correct operation of key interface configu-
ration criteria is demonstrated with the appropriate operational mode commands.

Listing 2.2: rl Interface Configuration
[edit]
Tab@rl# show interfaces
fe-0/0/0 {
vlan-tagging;
unit 0 {
vlan-id 150;
family inet {
address 10.0.5.1/24 {
vrrp-group 1 {
virtual-address 10.0.5.200;
authentication-type simple;
authentication-key "$9$dvw2a5T3nCu"; # SECRET-DATA
track {
interface fe-0/0/1.200 priority-cost 30;

}
fe-0/0/1 {
vlan-tagging;
unit 200 {
vlan-id 200;
family inet {
address 10.0.4.14/30;

}
fe-0/0/2 {
fastether-options {
source-filtering;
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source-address-filter {
00:a0:c9:6f:70:0d;

}
unit 0 {
family inet {
address 10.0.4.5/30;

xp0 {
unit 0 {
family inet {
address 10.0.1.1/24;

}
To0 {
unit 0 {
family inet {
address 10.0.6.1/32;

The following command verifies that the correct interface is being tracked as part of rl’s
VRRP configuration. Forgetting to specify a logical unit, and therefore getting the default value
of 0, is a common mistake.

Tab@r1l> show vrrp track
Track if State Cost Interface Group Cfg Run VR State
fe-0/0/1.200 up 30 fe-0/0/0.0 1 100 100 master

Listing 2.3: r2 Interface Configuration

[edit]
Tab@r2# show interfaces
fe-0/0/0 {

vlan-tagging;
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unit 0 {
vlan-id 150;
family inet {
address 10.0.5.2/24 {
vrrp-group 1 {

virtual-address 10.0.5.200;
priority 80;
authentication-type simple;
authentication-key "$9$ZdDHmtpBlhr"; # SECRET-DATA

}
fe-0/0/1 {
speed 100m;
Tink-mode half-duplex;
fastether-options {
no-flow-control;
}
unit 0 {
family inet {
address 10.0.4.10/30;

}
fe-0/0/2 {
unit 0 {
family inet {
address 10.0.4.2/30;

}
fe-0/0/3 {
fastether-options {
source-filtering;
source-address-filter {
00:a0:c9:6f:7b:84;
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unit 0 {
family inet {
address 10.0.4.6/30;

}
xp0 {
unit 0 {
family inet {
address 10.0.1.2/24;

}
To0 {
unit 0 {
family inet {
address 10.0.6.2/32;

The following commands verify VRRP and the overall interface state at r2. The confirma-
tion that r2 is acting as VRRP backup indicates that VRRP has been correctly configured and
that authentication is working between rl and r2 (if rl and r2 were not communicating, they
would both claim mastership of VRRP group 1).

Tab@r2> show vrrp summary

Interface Unit Group Type Address 1Int state VR state

Fe-0/0/0 0 1 Tcl  10.0.5.2 up backup
vip 10.0.5.200

Tab@r2> show interfaces terse

Interface Admin Link Proto Local Remote
xp0 up up

fxp0.0 up up inet 10.0.1.2/24

fe-0/0/0 up up

fe-0/0/0.0 up up inet 10.0.5.2/24

fe-0/0/1 up up

fe-0/0/1.0 up up inet 10.0.4.10/30

fe-0/0/2 up up

fe-0/0/2.0 up up inet 10.0.4.2/30

fe-0/0/3 up up
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fe-0/0/3.0 up up inet 10.0.4.6/30

gre up up

ipip up  up

To0 up up

100.0 up up inet 10.0.6.2 -->0/0
Tsi up up

pimd up up

pime up up

tap up up

Listing 2.4 details the interface configuration of r3, which must function as the Frame Relay
DTE in order to meet the requirement that it generate a poll every 15 seconds. r3’s DTE appear-
ance requires that r4 be set to function as the DCE to accommodate the LMI keepalive protocol
aspects of this case study. r3 also requires SDH framing on its s0-0/2/0 interface to be compat-
ible with r4, which in turn must run SDH framing on all of the ports associated with SONET
PIC 0/1 to meet the requirements specified for its connection to r5.

Listing 2.4: r3 Interface Configuration
[edit]
Tab@r3# show chassis
fpc 0 {
pic 2 {
framing sdh;

}
alarm {
management-ethernet {
Tink-down dignore;

Tab@r3# show interfaces
fe-0/0/0 {
vlan-tagging;
unit 0 {
vlan-id 200;
family inet {
address 10.0.4.13/30;



fe-0/0/1 {
unit 0 {

family inet {
address 10.0.4.1/30;

at-0/1/0 {
atm-options {

}

vpi 0 maximum-vcs 17;
vpi 5 maximum-vcs 36;
ilmi;

unit 35 {

}

vci 5.35;

shaping {
cbr 50m;

}

oam-period 10;

oam-Tiveness {
up-count 2;
down-count 2;

}

family inet {
address 10.0.2.2/30;

so-0/2/0 {
hold-time up 30 down 30;

encapsulation frame-relay;

Imi_{

}

n392dte 2;
n393dte 3;
t391dte 15;

Imi-type itu;

unit 100 {

dlci 100;
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family inet
address
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{
10.0.2.5/30;

}
xp0 {
unit 0 {
family inet {

address 10.0.1.3/24;

}
To0 {
unit 0 {
family inet {

address 10.0.3.3/32;

The following command verifies r3’s Frame Relay interface configuration:

[edit]

lab@r3# run show interfaces so-0/2/0

Physical interface: so-0/2/0, Enabled, Physical 1link is Up
Interface index: 16, SNMP ifIndex: 19

Link-Tevel type: Frame-Relay, MTU: 4474, Clocking: Internal, SDH mode, Speed:
0C3, Loopback: None,

FCS: 16, Payload scrambler: Enabled

Device flags : Present Running

Interface flags: Point-To-Point SNMP-Traps

Link flags : Keepalives DTE

ITU LMI settings: n391dte 6, n392dte 2, n393dte 3, t391dte 15 seconds
LMI: Input: 248 (00:00:11 ago), Output: 249 (00:00:11 ago)

Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)
SONET alarms : None
SONET defects : None

Logical interface so0-0/2/0.100 (Index 9) (SNMP ifIndex 42)
Flags: Point-To-Point SNMP-Traps Encapsulation: FR-NLPID

Input packets : 296717



Output packets: 297430

Protocol inet, MTU: 4470, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.0.2.4/30, Local: 10.0.2.5

DLCI 100
Flags: Active

Total down time: 0 sec, Last down: Never

Traffic statistics:
Input packets:
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One key aspect of r4’s configuration is the need for a t392 timer setting that is greater than
the 15-second default. This increase is needed to make r4 compatible with the increased setting
of r3’s t391 poll timer. The path trace requirements for r4’s aggregated SONET link to r5 must
be specified at the physical SONET device portion of the configuration hierarchy because the
as0 device does not support the specification of sonet-options. As shown next in Listing 2.5,
r4’s configuration also includes support for SDH framing and the aggregated SONET device

setting necessary to support its aso interface.

Listing 2.5: r4 Interface Configuration

[edit]
Tab@r4# show chassis
aggregated-devices {

sonet i

device-count 1;

1

1

fpc 0 {
pic 1 {

framing sdh;

[edit]
Tab@r4# show 1interfaces
fe-0/0/1 {
speed 100m;
Tink-mode half-duplex;
fastether-options {
no-flow-control;
}
unit 0 {
family inet {
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address 10.0.4.9/30;

}
so-0/1/0 {
dce;
hold-time up 30 down 30;
encapsulation frame-relay;
Tmi {
n392dce 2;
n393dce 3;
t392dce 25;
Tmi-type itu;
}
unit 100 {
dlci 100;
family inet {
address 10.0.2.6/30;

}
so-0/1/1 {
sonet-options {
path-trace r4-jnx;

aggregate as0;

}
so-0/1/2 {
sonet-options {
path-trace r4-jnx;

aggregate as0;

}
as0
aggregated-sonet-options {
minimum-Tinks 2;
1link-speed oc3;

}
unit 0 {
family inet {
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address 10.0.2.10/30;

}
}
}
xp0 {
unit 0 {
family inet {
address 10.0.1.4/24;
}
}
}
To0 {
unit 0 {
family inet {
address 10.0.3.4/32;
}
}

A Common Mistake

Leaving r4’s t392 at its default setting of 15 seconds is a common mistake, and one that is not
readily apparent to the majority of technicians. Having the same setting for the t391 and t392
timers will result in a line that suffers from periodic service outages, which are likely to go
unnoticed during your other lab activities. The following syslog entries illustrate typical line
bounce frequency for the case where r4 mistakenly uses the default 15-second t392 setting for
this case study:

Apr 20 17:01:36 r4 mib2d[578]: SNMP_TRAP_LINK DOWN: ifIndex 25, 1ifAdminStatus
up(l), ifOperStatus down(2), ifName so-0/1/0

Apr 20 17:03:33 r4 last message repeated 2 times

Apr 20 17:12:27 r4 last message repeated 3 times

Apr 20 17:22:02 r4 last message repeated 3 times

The configuration of r5 (Listing 2.6) is similar to that of r4 and r3. The tricky part here is
the need to set the aggregated device number to a value greater than 1 because of the require-
ment that it support an as1 device. SDH framing is also needed on r5’s SONET PIC to be com-
patible with the SDH framing in use on r4’s aggregated so-0/1/1 and s0-0/1/2 interfaces. r4
is using SDH framing on these interfaces as a side effect of having to run SDH framing on its
$0-0/1/0 interface that connects it to r3.
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Listing 2.6: r5 Interface Configuration
[edit]
Tab@r5# show chassis
aggregated-devices {
sonet {

device-count 2;

}
fpc 0 {
pic 1 {
framing sdh;

[edit]
Tab@r5# show interfaces
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.8.6/30;

}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.8.9/30;

}
so-0/1/0 {
sonet-options {
path-trace r5-jnx;
aggregate asl;

}
so-0/1/1 {
sonet-options {
path-trace r5-jnx;
aggregate asl;



}
at-0/2/1 {
atm-options {
vpi 0 maximum-vcs 17;
vpi 5 maximum-vcs 36;
ilmi;
}
unit 35 {
vci 5.35;
shaping {
cbr 50m;
}
oam-period 10;
oam-Tiveness {
up-count 2;
down-count 2;
}
family inet {
address 10.0.2.1/30;

}
asl {

aggregated-sonet-options {
minimum-Tlinks 2;
Tink-speed oc3;
}
unit 0 {
family inet {
address 10.0.2.9/30;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.5/24;
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}
100 {
unit 0 {
family inet {
address 10.0.3.5/32;

The following commands help to verify the operation of r5’s ATM and aggregated inter-
faces. The support of ILMI requires the declaration of VP 0 because ILMI uses VPI/VCI 0/16.

Tab@r5> show interfaces asl
Physical interface: asl, Enabled, Physical Tink is Up
Interface index: 21, SNMP ifIndex: 31
Link-Tevel type: PPP, MTU: 4474, Speed: 311040kbps, Minimum 1inks needed: 2

Device flags : Present Running

Interface flags: SNMP-Traps

Link flags : Keepalives

Keepalive settings: Interval 10 seconds, Up-count 1, Down-count 3
Input rate : 48 bps (0 pps)

Output rate : 48 bps (0 pps)

Logical interface asl.0 (Index 12) (SNMP 1ifIndex 33)
Flags: Point-To-Point SNMP-Traps Encapsulation: Aggregate

Statistics Packets pps Bytes bps
Bundle:
Input : 424 0 6195 0
OQutput: 12 0 1056 0

Protocol inet, MTU: 4470, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.0.2.8/30, Local: 10.0.2.9

The previous display indicates that the aggregated SONET interface is operational. Now to
check on path trace requirements, as shown next:

Tab@r5> show interfaces so-0/1/1 extensive | match trace
Received path trace: r4-jnx
Transmitted path trace: r5-jnx
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The path trace settings also appear to be correct. An interesting side effect of configuring r5
with the ability to support two aggregated SONET devices is the automatic creation of an as0
interface. Because this interface is not being used, it is expected to be down, as shown in the
following:

Tab@r5# run show interfaces terse | match as

so-0/1/0.0 up up soagg --> asl.0
so-0/1/1.0 up up soagg --> asl.0
as0 up down

asl up up

asl.0 up up inet 10.0.2.9/30

Next we verify the correct operation of r5’s ATM interface:

Tab@r5> show interfaces at-0/2/1
Physical interface: at-0/2/1, Enabled, Physical Tink is Up
Interface index: 19, SNMP ifIndex: 27

Link-Tevel type: ATM-PVC, MTU: 4482, Clocking: Internal, SONET mode, Speed:
0C3, Loopback: None,

Payload scrambler: Enabled

Device flags : Present Running
Link flags : None

Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)
SONET alarms : None

SONET defects : None

Logical interface at-0/2/1.35 (Index 8) (SNMP ifIndex 21)
Flags: Point-To-Point SNMP-Traps Encapsulation: ATM-SNAP
Input packets : 1143
Output packets: 1143
Protocol inet, MTU: 4470, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.0.2.0/30, Local: 10.0.2.1
VCI 5.35
Flags: Active, OAM, Shaping
CBR, Peak: 50mbps
OAM, Period 10 sec, Up count: 2, Down count: 2

Total down time: O sec, Last down: Never
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OAM F5 cell statistics:

Total received: 1142, Total sent: 1142
Loopback received: 1142, Loopback sent: 1142
RDI received: 0, RDI sent: O

AIS received: 0

Traffic statistics:

Input packets: 1143
Output packets: 1143

Logical interface at-0/2/1.32767 (Index 9) (SNMP ifIndex 20)
Flags: Point-To-Point SNMP-Traps Encapsulation: ATM-VCMUX
Input packets : 2
Output packets: 2
VCI 0.16
Flags: Active, ILMI
Total down time: O sec, Last down: Never
Traffic statistics:
Input packets:
Output packets:

The ATM interface status display indicates that all requirements have been met, and that the
interface is operating normally.

There is little to note in the interface configurations for r6 and r7 (Listings 2.7 and 2.8),
except the need for Jumbo frame support on the ré6-r7 Fast Ethernet link. Though it is only
specified for ré, r7 must also have a compatible device MTU set for proper operation with ré.

Listing 2.7: ré Interface Configuration
[edit]
Tab@r6# show interfaces
fe-0/1/0 {
unit 0 {
family inet {
address 10.0.8.5/30;

}
fe-0/1/1 {
mtu 4000;
unit 0 {
family inet {
address 10.0.8.1/30;
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}
xp0 {
unit 0 {
family inet {
address 10.0.1.6/24;

}
To0 {
unit 0 {
family inet {
address 10.0.9.6/32;

Proper MTU setting is confirmed by displaying the interface’s operational status at ré:

Tab@r6# run show interfaces fe-0/1/1
Physical interface: fe-0/1/1, Enabled, Physical link is Up
Interface index: 11, SNMP ifIndex: 13
Link-Tevel type: Ethernet, MTU: 4000, Speed: 100mbps, Loopback: Disabled,
Source filtering: Disabled, Flow control: Enabled
Device flags : Present Running
Interface flags: SNMP-Traps
Current address: 00:90:69:6d:98:00, Hardware address: 00:90:69:6d:98:00

Input rate : 0 bps (0 pps)
Output rate : 0 bps (0 pps)
Active alarms : None

Active defects : None

Logical interface fe-0/1/1.0 (Index 14) (SNMP 1ifIndex 29)
Flags: SNMP-Traps Encapsulation: ENET2
Input packets : 0
Output packets: 1
Protocol inet, MTU: 3982, Flags: None
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.0.8.0/30, Local: 10.0.8.1, Broadcast: 10.0.8.3
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Listing 2.8: r7 Interface Configuration

[edit]

Tab@r7# show interfaces

fe-0/3/0 {
mtu 4000;
unit 0 {
family inet
address

}
fe-0/3/1 {
unit 0 {
family inet
address

}
fxp0 {
unit 0 {
family inet
address

}
100 {

unit 0 {
family inet
address

{
10.0.8.2/30;

{
10.0.8.10/30;

{
10.0.1.7/24;

{
10.0.9.7/32;



Spot The Issues: Review Questions 149

Spot The Issues: Review Questions

1. Why is a commit error returned for the following interface configuration?

[edit interfaces so0-0/2/0]
Tab@r3# show
no-keepalives;
encapsulation frame-relay;
transmit-bucket {

overflow discard;

rate 10;

threshold 100;
}
unit 0 {

multipoint;

family inet {

address 10.1.0.3/24 {
multipoint-destination 10.1.0.4 dlci 400;

}

2. Whatis needed in the following configuration to ensure that the aggregated interface can always

provide at least 270Mbps of bandwidth (assuming you are bundling OC-3c¢ links)?
[edit interfaces as0]
Tab@r4# show
aggregated-sonet-options {

Tink-speed oc3;
}
unit 0 {

family inet {

address 10.0.2.10/30;

}

3. What commands are needed to enable ILMI on an ATM interface?

4. You have two routers on a point-to-point link with /32 address assignments that cause the routers
to be on different logical IP subnets. What configuration option is needed for proper routing across

this link?

5. How is remote IP address—to—local VC identifier mapping performed on a Juniper Networks
router?



150 Chapter 2 - Interface Configuration and Testing

6. What change is required to make the following VRRP configuration valid?
[edit]
lab@rl# show interfaces fe-0/3/0
vlan-tagging;
unit 0 {
vlan-id 150;
family inet {
address 10.0.5.1/24 {
vrrp-group 1 {
virtual-address 10.0.5.200;
authentication-type simple;
authentication-key "$9$dvw2a5T3nCu"; # SECRET-DATA
track {
interface so0-0/0/0.0 priority-cost 30;

lab@r3# show interfaces so-0/0/0
hold-time up 30 down 30;
encapsulation frame-relay;
Tmi {

n392dte 2;

n393dte 3;

t391dte 15;

Tmi-type 1itu;
}
unit 100 {

dlci 100;

family inet {

address 10.0.2.5/30;
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Spot The Issues: Answers

1. Payload scrambling cannot work in conjunction with leaky bucket rate limiting. Because pay-
load scrambling is enabled by default, this configuration requires the setting of no-payload-
scrambler under sonet-options.

2. You need to include a minimum links setting of at least 2. By default, an aggregated interface
requires only one bundle member to be declared operational.

3.  You must enable ILMI under atm-options, and you must configure support for the associated
VP/VCI by defining VP 0 as supporting at least 17 VCls.

4. Thedestinationkeyword is required to explicitly define the neighbor address that is reachable
over the p-t-p link.

5. Thelack of complete support for inverse ARP requires that the operator perform static mappings
using the multipoint-destination keyword. The router can be configured to respond to
inverse ARP request to eliminate the need for similar static mappings on the remote device,
assuming it has full inverse ARP support.

6. The problem lies in the tracked interface’s logical unit value of 0, which is nonexistent on the
interface that is being tracked. For proper operation, you must track interface so-0/0/0.100.
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This chapter details various JNCIP-level OSPF configuration sce-
narios, and provides examples of the verification methods that can
be used to confirm the proper operation of the OSPF protocol. I'm
assuming that your configurations are currently based on the case study criteria presented at the
end of Chapters 1 and 2. You will now be adding the OSPF protocol to your test bed. If you are
unsure as to the state of your routers, you should compare your configuration against those pro-
vided at the end of Chapters 1 and 2, and verify that all of your router interfaces are operational
before proceeding.

Proper Interior Gate Protocol (IGP) operation is a critical factor in the [NCIP exam. Many
of the product features and capabilities you will be expected to configure throughout the exam
rely on your IGP for routing within your Autonomous System (AS). Internal Border Gateway
Protocol (IBGP) peering is a common example of how a protocol or service can depend on the
correct operation of your IGP. Because the IGP provides the information needed to route between
loopback addresses, IBGP peering between loopback interfaces can only succeed when your IGP
is operational.

P numerous aspects of your configuration, the rapid and effective isolation of IGP
problems is a critical lab skill that a successful JNCIP candidate must master. For
example, you can differentiate between IGP and IBGP problems by conducting
ping tests between the loopback addresses of the routers in question. By taking
care to source the pings from each router’s loopback address, you can confirm
that the IGP is, or is not, providing the routing services needed to establish your
loopback-based IBGP peering sessions. Assuming that these tests fail, the real-
ization that you are dealing with an IGP connectivity problem will ensure that
you will not waste valuable time chasing down nonexistent IBGP problems.

é/ Because IGP problems can produce operational problems in wide-ranging and

Multi-Area Configuration

The OSPF protocol supports the partitioning of a routing domain into multiple areas. The use
of multiple areas will generally improve protocol scalability, as most link-state advertisement

(LSA) types are not flooded across area boundaries. This means that a given router must only
maintain a complete link-state database (LSDB) for the areas to which it actually connects. Dis-
tance vector-based routing is used between areas based on metrics that are carried in summary
LSAs, which are generated by Area Border Routers (ABRs).
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We begin our OSPF configuration example with the network topology shown in Figure 3.1.
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Referring to Figure 3.1, you can see that r5 will need to function as an ABR between the

backbone (area 0) and transit area 1. To complete this configuration example, your OSPF con-
figuration must meet the following criteria:

Router ID (RID) based on lo0 address.
lo0 address must be reachable via OSPF.

Loopback addresses from backbone routers appear as summaries in area 1.

The link between r3 and T1 must appear in area 0 as an intra-area route. Ensure that no
adjacencies can be established on this interface.

r4 OSPF Configuration

We begin by configuring r4 as an internal backbone router with the following commands:

[edit protocols ospf]
Tab@r4# set area 0 interface 100 passive

[edit protocols ospf]
Tab@r4# set area 0 interface as0

[edit protocols ospf]
Tab@r4# set area 0 interface so-0/1/0.100
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These commands enable the main OSPF protocol instance, and place r4’s 100, its aggregated
SONET interface as0, and its s0-0/1/0.100 interfaces into area 0. By default JUNOS software
will obtain the OSPF router ID from the first interface that is detected with a non-Martian address.
Because 100 is always the first interface examined when rpd starts, explicit configuration of the
RID under routing-options is rarely necessary. Simply assigning the desired IP address to the
100 interface results in a stable and deterministic router ID.

JUNOS software automatically advertises a stub route to the interface from which the RID
is obtained; therefore it is not actually necessary to explicitly configure 1o0 as an OSPF interface
to meet the 100 connectivity requirements of this configuration example.

) Manually configuring the RID under routing-options will affect connectivity to
TE the 100 address, as the router will no longer include a stub route for its 100 inter-

face. You will have to enable OSPF on the 100 interface, as done in the previous

example, if lo0 connectivity is required and you have assigned the RID manually.

Omitting the 100 interface from your OSPF configuration results in the lo0 address being
advertised as a stub network in the router LSAs (type 1 LSAs) that are generated and flooded
into all areas to which a given router attaches. Because your backbone routers must advertise
their loopback addresses as a network summary route (LSA type 3) into the non-backbone areas,
explicit association of the lo0 interface with the backbone area is required to meet the criteria of
this example.

Because adjacencies cannot be formed on the router’s l00 interface, it has been configured to
run as a passive interface in area 0. This prevents the unnecessary generation of hello packets
and the general waste of compute cycles that would otherwise occur if lo0 were set as an active
OSPF interface.

The resulting configuration for r4 is shown next:

[edit protocols ospf]
Tab@r4# show
area 0.0.0.0 {
interface 100.0 {
passive;
}
interface as0.0;
interface so-0/1/0.100;

It is worth noting that the correct logical interface has been specified for r4’s so-0/1/0 inter-
face. Omitting the logical unit number when specifying the interface name results in OSPF run-
ning on unit 0, which is the default logical unit number.
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Verify OSPF on r4

After committing the initial OSPF configuration, we can display r4’s OSPF interfaces to confirm
proper backbone configuration. In the absence of other OSPF routers, we expect to find that r4
has no neighbors, and therefore, no adjacencies:

[edit protocols ospf]
Tab@r4# run show ospf interface

Interface State Area DR ID BDR ID Nbrs
as0.0 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 0
100.0 DRother 0.0.0.0 0.0.0.0 0.0.0.0 0
so0-0/1/0.100 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 0

As predicted, r4 has no neighbors, but the display does indicate that the correct interfaces
have been placed into area 0. To confirm that r4’s lo0 address is reachable as an area 0 internal
route, we display the contents of r4’s router LSA:

[edit protocols ospf]
Tab@r4# run show ospf database detail

OSPF 1ink state database, area 0.0.0.0

Type D Adv Rtr Seq Age Opt Cksum Len
Router *10.0.3.4 10.0.3.4 0x80000001 163 O0x2 Oxlbc4 60

bits 0x0, Tink count 3

id 10.0.2.8, data 255.255.255.252, type Stub (3)

TOS count 0, TOS O metric 1

id 10.0.3.4, data 255.255.255.255, type Stub (3)

TOS count 0, TOS O metric O

id 10.0.2.4, data 255.255.255.252, type Stub (3)

TOS count 0, TOS O metric 1

As required, r4 is reporting its lo0 address as a stub link in its area 0 router LSA. We can also
confirm that r4 has correctly obtained its RID from its 100 address. You may need to restart
routing to establish the correct RID, especially if the OSPF process was started before a non-
Martian address was assigned to 100.

r5 OSPF Configuration

The following commands define the correct interface and area associations needed by r5, which
will function as an ABR:

[edit protocols ospf]
Tab@r5# set area 0 interface 100 passive
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[edit protocols ospf]
Tab@r5# set area 0 interface at-0/2/1.35

[edit protocols ospf]
Tab@r5# set area 0 interface asl

With all the area 0 interfaces specified, we now move on to area 1:

[edit protocols ospf]
Tab@r5# set area 1 interface fe-0/0/0

[edit protocols ospf]
Tab@r5# set area 1 interface fe-0/0/1

The resulting multi-area configuration for r5 is shown next:

[edit protocols ospf]
Tab@r5# show
area 0.0.0.0 {
interface 100.0 {
passive;
}
interface at-0/2/1.35;
interface asl.0;
}
area 0.0.0.1 {
interface fe-0/0/0.0;
interface fe-0/0/1.0;

Verify OSPF on r5

After committing r5’s OSPF configuration, we expect to see an adjacency to r4, and the correct

interface-to-area associations as indicated next:

[edit protocols ospf]
Tab@r5# run show ospf interface

Interface State Area DR ID BDR ID Nbrs
asl.0 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 1
at-0/2/1.35 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 0
100.0 DRother 0.0.0.0 0.0.0.0 0.0.0.0 0
fe-0/0/0.0 DR 0.0.0.1 10.0.3.5 0.0.0.0 0
fe-0/0/1.0 DR 0.0.0.1 10.0.3.5 0.0.0.0 0
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[edit protocols ospf]
Tab@r5# run show ospf neighbor

Address Interface State ID Pri Dead
10.0.2.10 asl.0 Full 10.0.3.4 128 37

These results confirm the presence of an OSPF adjacency between r4 and r5, and also confirm
that the correct interface-to-area associations have been configured. Because r5 is an ABR, we can
now examine a non-backbone area’s link-state database to confirm that loopback addresses from
backbone routers are being correctly injected into other areas as network summary LSAs:

[edit protocols ospf]
Tab@r5# run show ospf database netsummary area 1

OSPF 1ink state database, area 0.0.0.1
Type ID Adv Rtr Seq Age Opt Cksum Len

Summary *10.0.2.0 10.0.3.5 0x80000001 489 Ox2 0x3d04 28
Summary *10.0.2.4 10.0.3.5 0x80000001 489 O0x2 Ox1fld 28
Summary *10.0.2.8 10.0.3.5 0x80000001 489 O0x2 Oxec4c 28
Summary *10.0.3.4 10.0.3.5 0x80000001 489 O0x2 O0x1Cld 28
Summary *10.0.3.5 10.0.3.5 0x80000001 489 O0x2 0x831 28

This display indicates that r5 has generated several network summary LSAs for area 1, and
that two of these summary LSAs are correctly reporting the loopback addresses of r4 and r5.

r3 OSPF Configuration

The following commands are entered on r3 to complete the configuration of the backbone area:

[edit protocols ospf]
Tab@r3# set area 0 interface fe-0/0/2 passive

[edit protocols ospf]
Tab@r3# set area 0 interface 100 passive

[edit protocols ospf]
lab@r3# set area 0 interface at-0/1/0.35

[edit protocols ospf]
Tab@r3# set area 0 interface so-0/2/0.100

The configuration of r3 is now as follows:

[edit protocols ospf]
Tab@r3# show
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area 0.0.0.0 {

interface fe-0/0/2.0 {
passive;

}

interface 100.0 {
passive;

}

interface at-0/1/0.35;

interface so-0/2/0.100;

By setting r3’s fe-0/0/2 interface as passive, you ensure that no adjacencies can be formed
over the interface and that the route to 172.16.0.12/30 will be injected into area 0 as an internal
route. The passive setting on r3’s fe-0/0/2 interface is needed to meet the requirements of this
configuration example.

Verify OSPF on r3

With the backbone area configured, you expect to see that r3 has detected neighbors on both
its at-0/1/0.35 and s0-0/2/0.100 interfaces, and that the link to T1 is correctly reported in its
router LSA:

Tab@r3> show ospf interface

Interface State Area DR ID BDR ID Nbrs
at-0/1/0.35 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 1
fe-0/0/2.0 DRother 0.0.0.0 0.0.0.0 0.0.0.0 0
100.0 DRother 0.0.0.0 0.0.0.0 0.0.0.0 0
s0-0/2/0.100 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 1

Tab@r3> show ospf neighbor

Address Interface State ID Pri Dead
10.0.2.1 at-0/1/0.35 Full 10.0.3.5 128 32
10.0.2.6 so-0/2/0.100 Full 10.0.3.4 128 35

These results confirm the correct interface and area settings are present in r3’s OSPF config-
uration, and also verify that r3 has the expected adjacencies to r4 and r5. Next we will examine
the contents of r3’s router LSA to confirm the presence of the 172.16.0.12/30 prefix:

Tab@r3> show ospf database router advertising-router 10.0.3.3 detail

OSPF 1ink state database, area 0.0.0.0
Type D Adv Rtr Seq Age Opt Cksum Len
Router *10.0.3.3 10.0.3.3 0x80000003 103 Ox2 Oxbbfl 96
bits 0x0, T1ink count 6
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id 10.0.3.5, data 10.0.2.2, type PointToPoint (1)
TOS count 0, TOS 0 metric 1
id 10.0.2.0, data 255.255.255.252, type Stub (3)
TOS count 0, TOS O metric 1
id 172.16.0.12, data 255.255.255.252, type Stub (3)
TOS count 0, TOS O metric 1
id 10.0.3.3, data 255.255.255.255, type Stub (3)
TOS count 0, TOS O metric O
id 10.0.3.4, data 10.0.2.5, type PointToPoint (1)
0
4

TOS count 0, TOS O metric 1
id 10.0.2.4, data 255.255.255.252, type Stub (3)
TOS count 0, TOS O metric 1

As expected, we see that the external link to T1 is being reported as an OSPF stub route, as
shown with highlights.

Area 1 Configuration

The following commands correctly configure r6 for operation as an internal area 1 router:

[edit protocols ospf]
Tab@r6# set area 1 interface fe-0/1/0

[edit protocols ospf]
Tab@ro# set 